Training of Patient Handover in Virtual Reality

Abstract: Patient handover is an important part for information transfer between medical professionals in a clinical setting. Yet, in current medical education, these conversations are only trained sparsely, since they are costly to perform as they take place in offsite courses and are led by experts over several days. Virtual Reality (VR)-based training courses could increase the availability of training, by eliminating travel costs and reducing the time-commitment of the teaching experts. This work presents a VR prototype of a multi-user training and examination application for patient handover. To ensure a similar interaction quality to its current real world counterpart, this work used omni-directional video recordings to create a realistic setting and compared different projection methods. A pilot study highlighted distinct use-cases of sphere and mesh projections to visualize the recordings. The results suggest enhanced spatial presence relating to the usage of omni-directional videos in VR-applications.
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1 Introduction

In daily clinical routine, it is necessary to effectively communicate information about patients between a variety of staff members. This includes nurses informing the resident physician of the patient’s status or, alternatively, an interdisciplinary patient handover. Handover practices are of vital importance to ensure patient safety [4]. Standardized handover methods were created for this purpose, which aim to reliably convey relevant information, while lowering the time needed for a handover [3, 5]. These methods are not yet standardized across disciplines or institutions. Commonly used methods are SBAR [3] and its expansion ISBAR (Identity, Situation, Background, Assessment & Action, Response & Rationale) [12]. SBAR is a communication model, aiming to direct the conversation to be concrete and without ambiguity. The conversation should focus on the current Situation, the Background of the patient, the concrete Assessment by the physician and lastly, the recommended Response (SBAR). To ensure that the relevant communication models are understood, handover scenarios became part of medical curricula [7]. One arising problem though, is the cost for an effective handover training and later examination. For example, examination is employed using the OSCE method (Objective structured clinical examination) [9] in a three day course using 24 examiners per 48 students. Due to the costly nature of this course, training opportunities for the students are sparse. Following the approach of Huber et al. [6], conducting the examination in virtual reality (VR) is a promising alternative. This reduces costs and time investments for the examination experts as well a providing students multiple training opportunities. Yet, for a virtual examination to be viable, all gradable elements of a handover should be displayable and any adverse effects relating to VR [10] should be minimized. This paper proposes the use of a handover VR multi-user application for examination and training. A prototype was developed using omni-directional VR footage that consists out of two handover scenes (handover by phone and in person). It aims to highlight opportunities arising from VR multi-user applications as well as comparing different suitable visualization-methods.

2 Methods

To generate a realistic immersive environment, the Pimax 5K Plus in conjunction with the HTC Vive controllers and trackers were used. The Pimax display offers a large field of view with 200° and a resolution of 2560×1440 pixels per eye. The HTC Vive trackers offer a 4.5×4.5 meters tracking area allowing for spatial immersion in VR applications. The prototype was developed with the Unity game engine. To record the omni-directional footage, the Z-Cam V1 was used, providing ten lenses of 3376×2768 resolution at 30 fps. After stitching, the resulting 360° video will have a 6720×3360 resolution in 30 fps. The spatial mapping, a 3D reconstruction of an object or room, was made using the Microsoft Hololens since it already natively provides the mapping feature.
2.1 Handover Scenario

In close collaboration with medical experts, a handover scenario was developed. The scenario comprises of a male patient (63 years old), who is scheduled for a knee replacement surgery the next day, being found unresponsive by a student doctor. After a physical examination, a rectal bleeding was discovered. The task of the student is to do a short telephone handover to the resident physician, and afterwards a long-form handover in person.

The SBAR method should be used for the handover. This was implemented in two VR scenes. The first being a doctors’ office, where all relevant information is displayed on a virtual computer-screen to the student, while the resident is in a different office waiting for a phone call. Once a call is initiated, a voice transmission between both users is enabled by an application-observer.

After the call is completed, both resident and student will teleport into the second scene, a virtual patient room, where both are visible in form of their avatars. Here, the task is to perform a long-form handover using the SBAR method. Both performances will be graded by the observer. As visual representation for the scenes in the office and patient room, two approaches were tested. The first being a projection of the omni-directional video footage onto the inside of a sphere, which is the current standard for 360° video display. This sphere will move with the VR user in a way that the user always remains in its center. As a result, this method precludes any apparent spatial movement of the user, adversely affecting spatial immersion and possible resulting in nausea. To mitigate this, a mesh projection was tested. Here, the omni-directional video was projected onto a mesh recorded via a spatial mapping with the Hololens. This would in principle allow users to move in the scene providing a better spatial immersion.

2.2 Humanoid Avatar

A high degree of realistic social interaction is necessary in order to enable the possibility for examination. Humanoid avatars could help to display mimic-gesticulatory performances of the students to each other and the examiner. For this reason, the users were represented by complete humanoid avatars with an one-to-one movement-mapping. Avatar-personalization, matching an avatar to the user, is often done in the literature by scanning the user with multiple cameras and creating a 3D model from the recordings [2, 8]. Even though high-quality results can be acquired, these techniques either take many time-intensive captures or contain artifacts arising from obstructed faces while scanning. As mitigation and to keep the setup affordable to use in an educational setting, an avatar-individualization was implemented using only the sensor-data of the deployed VR system. Following Bachkanov et al. [1] the Autodesk Character Generator was used to create general avatars. This tool allows the creation of humanoid models, exportable via FBX to Unity. The imported model consists of a list of separate meshes for the body, eyes and teeth, in addition to a hierarchical bone structure, with which it is possible to transmute the pose of the avatar on run-time to match the users pose. To display the user-movement, these bone translations and rotations need to be approximated. For this purpose, the Final IK library was used, utilizing inverse kinematics to calculate the necessary translations and rotation in order to imitate the users movement from the tracking data of the VR system.

2.3 Avatar Calibration

To increase the pose approximation accuracy with inverse kinematics, the proportions of the avatar should match the size of the user. Inverse kinematics aims to match the goal position set by the VR system (the location of the head and hands) to the corresponding avatar body parts without stretching the avatar or angling the joints to an unnatural degree. If the proportions of the user and avatar do not match, this might not be possible, forcing the algorithm to make undesired compromises. This may include the arms of the user avatar clipping through its body or the hand positions not matching the expectation of the user. To customize the avatar, a calibration scene was implemented through which the arm and leg length as well as the body size of the user was approximated. This was accomplished by asking the user to take four dedicated poses shown in Figure 1. The difference in height of the controllers between a) and b) divided by two is set to represent the arm length. The forearm length can be derived from the pose shown in c) and finally, the pose d) allows to estimate the leg length. The mean head height over all calibration positions is used to set the body size of the avatar. This calibration method represents an useful compromise between a long and taxing calibration for the user and an ill-fitting avatar, being unable to replicate user-movement.

2.4 Voice Transmission

Since voice communication is the central element in a patient handover, it is crucial to provide the ability to hear one’s counterpart in the application. The free audio trans-
mission tool Photon Voice (Exit Games GmbH, Hamburg, Germany) was used for its low latency, high-quality audio and easy integration into a Unity application. An important part of the handover skills is the ability and courage to ask the handover-partner to repeat themselves, if some information was not clear or heard. To purposefully create such a situation, it is possible for an external observer to obstruct the voice transmission of the user by inserting interfering noises. These noises consist of a ringing telephone, a loud crowd, the siren of an ambulance and the beeping of a vital signs monitor. The volume hereby is purposefully adjusted to obstruct the communication and force inquiries about inaudible information.

2.5 Network Management

In addition to the voice transmission, Photon also offers a network management solution integrated to Unity. Hereby Photon has a different approach to Unity’s implemented multiplayer functionality (HLAPI). While in the HLAPI implementation, a user is required to act as a server for the application, Photon makes a clear separation between server and user. If a player desires to connect to a multiplayer game, they must either connect to a server provided by Photon itself, or to a server provided by a third party. To create and run one’s own server, Photon provides a Photon Server SDK. This a useful alternative in case of privacy concerns since the audio will be contained to on premise servers, or if the application is deployed without a stable internet connection, but where a stable local network is available.

3 Results and Discussion

The prototype was presented to a group of four medical professionals in an informal pilot study. The handover tool was presented as a multi-person VR application with two users in VR and one observer on a display, evaluating and grading the performance of the handover, while also being able to introduce noise obstructions. The group of experts were asked to perform a handover in both mesh- and sphere-projection scenes, while the investigator took the role of observer introducing noises and leading the users through the scenes. The presented findings were obtained through observation of the participants and from a following discussion. Though in principle being useful for examination purposes, the vi-
ual mesh projection method was criticized. Unfortunately, the recorded geometry contained several artifacts and gaps, which was perceived as irritating (see Figure 2).

The tested mesh projection visualization improved maneuverability, though came at the cost of visual artifacts arising from imperfections in the recorded mesh. This trade-off was not well received by the participants. The handover itself was possible in both representations without complications and was well received. The avatar calibration lead to a more realistic inverse kinematic approximation, matching the user- and avatar-movement more closely. This improved the spatial presence and could lead to better performances in the handover task.

In future work, several improvements are possible. The mesh-recording can be improved, for example by utilizing a dual line-scan camera [11] for fast and accurate measurements. The avatar customization can be improved by employing full body tracking and thereby, exactly approximating the users size, or by creating a custom model per user. In addition, a formal study should be conducted with medical students, evaluating the advantages of a VR training application in contrast to conventional training.
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