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Zusammenfassung

Kohortenstudien zielen darauf ab, Risikofaktoren zu identifizieren, die den
Gesundheitszustand einer Bevölkerung in Bezug auf bestimmte Krankheiten
beeinflussen können. In der Epidemiologie werden die Teilnehmer von Gesund-
heitsstudien zur Ermittlung der Risikofaktoren einer Krankheit hinsichtlich
verschiedener gesundheitsbezogener Aspekte beobachtet, die bei der Entwick-
lung der Zielkrankheit eine Rolle spielen können. Diese Aspekte umfassten viele
Faktoren wie Lebensstil (z. B. Rauchen oder Alkoholkonsum) oder Medikamente
(z. B. Drogenkonsum), aktuelle Gesundheit (z. B. Diabetes oder erhöhter Blut-
druck) und soziodemografische Faktoren (z. B. Geschlecht, Familienstand).
Um die Daten zu sammeln, werden Personen eingeladen, an der Studie
teilzunehmen. Die Informationen von den Individuen werden durch Interviews
erhalten, z.B. Fragen zu ihren Gewohnheiten und dem aktuellen Gesundheitszu-
stand. Darüber hinaus werden medizinische Bilder akquiriert, um Anomalien
zu entdecken, z.B. erhöhte Brustdichte. In Kohortenstudien werden dieselben
Personen erneut zur Studie eingeladen, um die Untersuchungen zu wieder-
holen und die zeitlichen Veränderungen zu beobachten. Der Zweck dieser
Nachuntersuchungen besteht darin, den möglichen Zusammenhang zwischen
den Krankheiten und den Risikofaktoren zu identifizieren. Fehlende Daten sind
jedoch ein unvermeidlicher Bestandteil solcher Studien, bei denen einige Per-
sonen aus der Studie ausscheiden oder die Aufzeichnungen unvollständig sind.
Diese Arbeit bietet halbüberwachte visuelle Analyse-Frameworks, um diskrim-
inierende Subpopulationen in Kohortenstudiendaten zu untersuchen und zu
entdecken. Um dies zu erreichen, bieten interaktiv koordinierte Mehrfachan-
sichtsysteme die Möglichkeit, um die verschiedenen Assoziationen zwischen
Daten und Funktionen zu untersuchen. Mit S-ADVIsED kann der Analyst die
Ergebnisse des Subspace-Clusters untersuchen und visuell validieren. Mit Dis-
coVA kann der Analyst Subpopulationen anhand verschiedener Datentypen (z.
B.Multi-Omics und klinische Daten) identifizieren.
Um fehlende Daten in Längsschnittstudiendaten zu behandeln, bietet das VIVID
Framework außerdem Methoden zur Imputation (z. B. Mehrfachimputation)
und zur Überprüfung der Plausibilität der Ergebnisse.
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Abstract

Cohort studies aim to identify risk factors that may influence the health condi-
tions of a population regarding specific diseases. In epidemiology science, to
discover the risk factors of a disease, the cohort individuals are observed regard-
ing different health-related aspects that may have a role in developing the target
disease. These aspects involved many factors like lifestyle (e.g. smoking or alco-
hol consumption), or medicament (e.g. taking drugs), current health situations
(e.g. diabetes or having elevated blood pressure), and socio-demographic factors
(e.g. gender, marital status).
To collect the data, people are invited to join the study via advertisements. The
information from the individuals is acquired by having interviews, e.g. asking
questions about their habits examinations and doing to find out the current
health condition of individuals. Moreover, medical images are prepared to dis-
cover probable abnormalities, e.g. breast density. In cohort study data, the same
individuals are re-invited to the study to repeat the examinations and observe the
changes over time in different time points. The purpose of these follow-ups is to
identify the possible link between the diseases and risk factors. However, missing
data are an inevitable part of such studies where some individuals drop from the
study of the records is incomplete. This thesis provides semi-supervised visual
analytics frameworks to explore and discover discriminative subpopulations in
cohort study data. To reach this, interactive coordinated multiple views systems
provide a platform to investigate the different associations between the data
and features. S-ADVIsED enables the analyst to explore the results of subspace
clustering and also validate the results visually. DiscoVA enables the analyst to
identify subpopulations using different data types (e.g. multi-omics and clinical
data).
Additionally, to handle missing data in longitudinal study data, VIVID frame-
work provides the methods to explore and impute (e.g. multiple imputation)
the missing values. Moreover, it allows the expert to check the plausibility of the
results.
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2 CHAPTER 1. INTRODUCTION AND MOTIVATION

The main aim of population health studies as an interdisciplinary field

is to improve the health situation of a group of people who have some

shared characteristics, e.g. they reside in the same area, they have the

same lifestyle or they are of the same ethnicity [1]. The experts of pop-

ulation health investigate the determinants which influence the level of

health within and across populations. The factors that may influence

the determinants consist of the biological history, lifestyle, and socio-

demographic status of a population.

In this thesis, we try to find an answer to the question of what level of

guidance is necessary to support the biomedical experts for analysis of

the data? and how the quality of the data may influence the analyses?

Additionally, is the analysis of large-scale with divergence types possible?

There are certain obstacles to make a complex analysis of medical data

possible for medical experts. Firstly, for analysis of the data, the biomedi-

cal experts usually do not have enough programming skills and prefer not

to be thrown into a pool of parameters because it costs a lot of time and

effort to find out the influence of changing each parameter on the result.

Secondly, the medical data are high dimensional and heterogeneous, thus

it makes it hard to aggregate the data and find answers for the medical

questions.

Generally, this thesis tackles the following challenges:

• Improving data quality using visualization techniques along with sta-

tistical and data mining techniques on longitudinal epidemiological

studies

• Allowing biomedical experts to derive and validate complex hy-

potheses

• Introducing semi-exploitative approaches to analysis complex het-

erogeneous medical data

To find patterns among the epidemiological data we need to analyze them

by statistical or machine learning techniques. Before performing any tech-

nique we should make sure that the results are trustable. Thus, to achieve



3

correct results we need to consider the correctness of the data and the ap-

plied techniques.

Thus, a part of this thesis focuses on data quality, i.e. missing data issues

as an inevitable part of healthcare studies. The remaining part of this the-

sis provides a combination of data mining techniques as well as visual-

izations to find a pattern on the data, for example, identifying high-risk

sub-cohorts vs. low-risk sub-cohorts.

This thesis is organized as follows:

• Chapter 2 provides information on the basis of epidemiological stud-

ies including the history, data, and aims. Moreover, a brief descrip-

tion of the widely used machine learning techniques for the analysis

of epidemiological data is given.

• Chapter 3 covers a summary of the data quality issues. The main fo-

cus of this chapter are missing data issues in longitudinal epidemio-

logical data. A proposed framework for handling missing data using

visualization techniques is explained.

• Chapter 4 covers the sub-cohort discovery in epidemiological data.

The clustering techniques are used as the core of this chapter. A pro-

posed framework for sub-cohort validation and discovery in cross-

sectional data is described. Additionally, the mock-ups for the exten-

sion work for sub-cohort discovery in longitudinal data are provided.

• Chapter 5 focuses on the sub-cohort discovery of multi-omics data.

The provided framework for making complex visual queries on can-

cer patients’ heterogeneous data types and sources is described.

• Finally, Chapter 6 concludes the thesis by summarizing the contribu-

tions of the thesis.

Chapters 3,4 and 5 are based on conference and journal publications.





2
Background & Methods

5



6 CHAPTER 2. BACKGROUND & METHODS

In this chapter, a general description of epidemiology aims, terms, data,

and techniques to analyze the data is provided. The main focus of this the-

sis is employing data mining techniques to find patterns among epidemi-

ological data. Thus, the data mining techniques consisting of clustering,

classification, feature selection, and dimension reduction techniques are

described more specifically.

2.1 Epidemiological Study Terms and Aims

Epidemiology studies refer to the occurrence and reasons of disease in spe-

cific populations. The aims of such studies are to prevent diseases by creat-

ing strategies using investigations in populations who already experienced

a disease.

Epidemiological studies measure the characteristics of populations. The

parameter of interest may be a disease rate, the prevalence of exposure,

or more often some measure of the association between an exposure and

disease. Because studies are carried out on people and have all the atten-

dant practical and ethical constraints, they are almost invariably subject

to bias.

The epidemiology science is about 2500 years old. Following gives an in-

troduction on epidemiology emergence and evolution [2]:

• Hippocrates: Hippocrates was a Greek physician and the first epi-

demiologist in history. He is known as "the father of medicine". He

was the first person who made a distinction between the terms "epi-

demic" and "endemic". When a special disease exists permanently

or for a long time in a region, it is called an "endemic" disease, for

example, the HIV infection is an "endemic" in parts of Africa. The

high prevalence of a disease in a high number of people at the same

time and in the same community is called an "epidemic". The epi-

demic diseases may spread through communities. When the disease

spreads all over the world, its disease is called a "pandemic". The

COVID-19 is an example of a pandemic disease in 2020 [3].

• John Graunt: John Graunt was a haberdasher and councilman in

London. In 1662, he published a landmark on the analysis of mor-

tality data. His contribution to epidemiology leads to understand-
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ing the facts on human life and diseases. One of his contributions

was the discovery that the ratio of births and deaths of men is more

than that of women, namely a ratio of 14 to 13. He also noticed that

although women have lower mortality, they get ill more often than

men.

• William Farr: William Farr was a mortality statistician from Britain

and is known as the father of modern vital statistics. He introduced

many basic statistical models that are widely used today in the clas-

sification of diseases.

• John Snow: In 1854, and in the time of exploitation of the cholera

epidemic in the Golden Square of London, John Snow made some

investigations to discover the cause of the disease and find solutions

to prevent it. He believed that the source of cholera infection was the

water. Thus, he illustrated a map of the Golden Square area to make

hypotheses about the source of cholera including the water pumps,

see Figure 2.1. In his illustration, called spot map, he marked the

geographical distribution of cholera cases and the water pumps to

find out the relationship between residents with cholera and water

pumps. In the end, he concluded that the Broad Street pump was

the main source of infection [4].

In the late 1800s, using epidemiological studies for investigation of infec-

tious disease prevalence became more common. Later, between 1930 and

1940, epidemiological research was extended to noninfectious diseases.

Afterward, epidemiology science was applied to almost all health-related

issues.

Epidemiological Data Types. In this section, a description of sources and

types of epidemiological data is provided. Generally, based on the data col-

lection, the epidemiological studies are classified into two categories the

observational or experimental. In the observational type, a disease like

a flue is analyzed in the wild, while in the experimental type the expert

controls the study features, e.g. drug trials [5]. The main focus of this the-

sis is based on observational studies. The epidemiological studies can be

categorized into non-inclusive three stages/types. Figure 2.2 shows a tax-

onomy of the cohort studies. In the following, the observational studies

are described [6] and [7].
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Figure 2.1: John Snow on cholera. London: Humphrey Milford: Oxford University
Press; 1936.

Cohort studies: The cohort studies are usually helpful to understand the

pattern of spreading of diseases in a population. The results can be ex-

tended to wider populations. These studies are mostly used for preventive

decisions.

Case studies: The aim of case studies is to investigate the pattern of

spreading a disease under specific conditions by examining a set of fac-

tors and individuals. In these studies, there is no allegation to extend the

results to a bigger population.

Control studies: In control studies, the individuals of the study are

grouped based on the specific diseases and they are compared with a
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Figure 2.2: Taxonomy of epidemiological studies.

controlled group of unexposed individuals, for example, a group who

experienced an infection vs. healthy people.

2.1.1 Cohort Study Data Sources

The cohort study data are collected from various sources to describe indi-

viduals’ characteristics in a population. The common sources of the data

are as follows :

• Socio-economic and demographic findings: This information is

mostly collected by questionnaires and interviews of the study par-

ticipants. Socio-demographic refers to features like age, size, gender,

marital status, and information like having pets. Socio-economic

usually includes pieces of information on the level of education,

monthly income, house type, and occupation pattern [8].

• Physical examinations: The physical characteristics of individuals

that are associated with their health condition are examined or as-

sessed and are saved to the database. Some physical characteristics

consist of height, weight, BMI, blood pressure.

• Laboratory tests: The tests that may be associated with a disease are

examined by blood or urine tests. These features are including glu-

cose and blood sugar.
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• Medical records: The medical history of individuals may give infor-

mation about the current health condition of the participant. Thus,

the data regarding experienced diseases, treatments as well as used

medicaments are collected and saved in the database.

• Medical images: Sometimes the information from medical images

like MRI or X-ray is extracted and annotated by an expert in a form

to be able to be saved in the database. This information reflects the

health status of an individual regarding a specific disease, e.g. fatty

liver. However, collecting information from medical images is not

trivial due to the costs and the time of the procedure.

2.1.2 Cross-Sectional Study vs. Longitudinal Study

Cross-sectional: In this type of study the data of a specific population

and the pattern and relationship between features are collected in a sin-

gle time point. In cross-sectional studies, the participants are not tracked

for changes over time. In fact, the main task here is to analyze the partici-

pants in a single given time point. For example, analyzing the relationship

between diabetes and smoking based on the comparison of sub-cohort A

aged between 20 and 30 and sub-cohort B with participants between 31

and 40 years. Thus, the analyst should check the diabetes status for smok-

ers and non-smokers for sub-cohorts A and B .

Although cross-sectional studies have no additional costs and their analy-

sis is not influenced by issues like dropouts, they are not sufficient to find

out the cause of disease due to the reflection of a specific event in the past.

This is mainly because cross-sectional studies only consider a single time

point and ignore what happens in the past or future.

Longitudinal study: In longitudinal studies, the data is collected repeat-

edly from the same participants over time. The process of collecting data

in longitudinal studies may take some years or decades. The time spent

on data gathering depends on the type of information that needs to be

collected.

The longitudinal studies are helpful because they allow the analyst to de-

tect any changes in participants’ characteristics. This makes it possible

to follow the participants’ characteristics as a sequence of events. An ex-
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Figure 2.3: A general categorization of the most common data mining techniques.

ample of the usage of this kind of study is when the analyst wishes to ob-

serve the changes in the fatty liver status of women aged between 30 and

40 years who are smokers and follow these patients for the next 10 years.

Therefore, it helps to understand the relationship between gender, smok-

ing, and fatty liver.

Although from an economic point of view, longitudinal studies are more

expensive than cross-sectional studies, they provide stronger results by

involving detailed information of participants over time. However, cross-

sectional studies are less challenging because there is no need for follow-

up involvement of the same participants.

2.1.3 The Role of Data Mining in Epidemiological Studies

The data mining techniques as a part of computer science are applied in

different research areas. They aim, to identify patterns in the data or pre-

diction of an event by incorporating a different set of algorithms, statistics,

and mathematics. One of the main goals of this thesis is to apply data

mining techniques along with visualizations to analyze the data. In the

following, some data mining techniques are explained, see Figure. 2.3.
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Classification

Classification is a supervised learning task to predict the class/label/target

of a given data point. The classification consists of two steps: training and

test. In the training step, the data (usually a part of the dataset) is used

for the learning of the classifier; then, the test data assesses the accuracy

of the classifier. In the following the well-known classification algorithms

are described [9].

• k-Nearest Neighbor (KNN): The KNN is a common classification

method where each observation is analyzed based on its closest

neighbor and inherited its label from the nearest neighbor. The

KNN technique is very intuitive and easy to implement, but it is not

the best choice for the classification of high-dimensional data. We

used a visual classifier in Chapter 4 for the discovery and validation

of sub-cohorts based on the KNN algorithm. The overall steps to

perform KNN classification are as follows:

a For each sample in the database, calculate the distance be-

tween samples and keep the distances in an array.

b Sort the array of each sample based on the distances in ascend-

ing order.

c Pick the first K entries from the k selected entries.

d Return the mode of the labels of the K selected entries.

Figure 2.4: Example of a simple decision tree.

• Decision trees: The decision tree is a popular classification tech-

nique that classifies the data in a tree structure by applying if-then
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rules. The tree structure is built based on a top-down recursive ap-

proach. The decision tree is only applicable to categorized data, thus

to perform it on continuous data, it should be discretized in a prepro-

cessing step. Figure 2.4 shows a simple example of decision trees.

The main issue with decision trees is overfitting. It may lead to over-

growing the tree in many branches in the presence of outliers. There

are some pruning techniques to manage this problem to prevent the

tree from growing or pruning the unnecessary branches after grow-

ing the tree. Iterative Dichotomoiser 3 (ID3) and C4.5 are the most

famous decision tree algorithms. ID3 proposed by Ross Quinlan in

1986 [10].

ID3 has a top-town greedy strategy and in each iteration, the algo-

rithm selects the best features, i.e. divides the features into groups

of two or more which is called a node. In general, ID3 construct a

decision tree in the following steps [11]:

1. Get the dataset with n features as input.

2. For each i feature in the dataset.

3. It calculates the amount of certainty by entropy and informa-

tion gain of feature i .

4. It selects the feature with minimum entropy and maximum gain

as the best feature best .

5. Split the dataset based on feature best .

6. Create a node in the decision tree for best feature.

ID3 has several drawbacks: first, the usability of ID3 is usually lim-

ited to only categorical features. Second, because of the overfitting

it usually works well with the learned dataset, but fails to adapt and

generalize with new datasets.

In 1993, Quinlan proposed C4.5 as an extension of ID3 to tackle the

drawbacks of ID3. C4.5 is able to handle both continuous and cate-

gorical values, e.g. it uses a threshold value to discretize the contin-

uous values. Moreover, it will prune the decision tree by removing

branches that have less influence on the classification of the data.

Node-link/ Network diagrams and icicle plots are conventional visu-

alizations of the decision trees. The node-link diagrams use a net-
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work representation to show the connection (by links) of the nodes

(usually circles/dots/icons). Icicle plots are used to show hierarchy

information; originally they are used to show the hierarchical clus-

tering result [12].

BaobabView 1 is a famous tool for construction, pruning, and visual-

izations of decision trees [13]. Figure 2.5 shows a screenshot of Baob-

abView that uses node-link diagrams to represent the decision trees.

Figure 2.5: The interface of the tool for visualization of decision trees proposed
by [13]

• Random Forest: Random forest is the enhanced version of the de-

cision tree as it manages the problem of overfitting by selecting and

merging the best decision trees. The random forest consists of a large

number of decision trees, as each tree implies a class prediction. The

model of prediction will be assessed by the class with the most votes.

The key to build the result is the low correlation between the models.

Thus, the random forest can be used as a solution for both classifi-

cation and regression problems. Generally, the random forest algo-

rithm has four main steps (see Fig. 2.6):

1. In the first step, a portion of random samples is split from the

given dataset as the training dataset.

1 Baobab is an African short tree with an enormously thick trunk. It can live to a great age
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2. Second, a decision tree is constructed for each sample of the

training dataset. Then, the prediction results are assessed from

every decision tree.

3. Next, the algorithm will make a voting for all predictions.

4. In the last step, the most voted prediction result will be selected

as the result for the final prediction.

Figure 2.6: Random forest algorithm steps.

• Neural networks: The artificial neural networks are built based on

neuron elements inspired by the human neuron system. They con-

sist of multiple layers of neurons where each neuron takes a real

value which is multiplied with a weight [14]. Although neural net-

work classification works well with high-dimensional data and is

able to find the complex relationships between features, it is non-

trivial to be implemented as it needs a large dataset for training as

well as high computational power for training the model. Generally

training a network consists of the following steps:

1. Split the input data to train and test subsets.

2. The training data, i.e. data and an array of the corresponding

labels for training, should be fed to the model.

3. The model trains to find the relationship between the data and

the labels.

4. The test dataset should be fed to the model to predict the labels.

5. Evaluate how the predictions match the labels of the test dataset.
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Feature Selection

• Filter approach: In the filter approach or single-factor analysis, the

power of each feature for prediction is evaluated. The predictive

power can be evaluated in various ways, such as getting the corre-

lation between features and the target feature. The target feature is

the one that should be predicted.

• Wrapper approach: The wrapper approach uses a combination of

features to assess the predictive power. The most used wrapper ap-

proaches are forward step-wise, backward step-wise, and subset se-

lection. The aim of the wrapper approach is to find the best combi-

nation of features. This technique is not suitable for large datasets as

it is highly computationally intensive.

• Embedded approach: The embedded approach assigns weights

to features. The features which are not good predictors get a low

weight. In contrast, the features with a high predictive role get a

higher weight. The regression techniques such as LASSO regression

and RIDGE regression are used for the weighting of features.

Association Rule Mining

The aim of association rules is to identify a set of items or features that

occur together in a dataset. The term i temset refers to a set of items to-

gether, i.e. consisting of more than one item. The frequent itemset mining

technique identifies the itemsets that appear together.

Association rule methods discover interesting relationships between fea-

tures in a dataset based on some interestingness of measurements. If T is

a set of transactions, X and Y are the itemsets and X ⇒ Y are an associ-

ation rule; then, the most important evaluation measurements to assess

the interestingness the discovered rules are as follows [15]:

• Support: The suppor t factor indicates how frequently the items in

a specific rule appeared together.

supp(X ) = |{t ∈ T ; X ⊆ t }|
|T | (2.1)
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• Confidence: The con f i dence factor represents the reliability of a

specific rule. It indicates the percentage of the rule found true.

conf(X ⇒ Y ) = supp(X ∪Y )/supp(X ) (2.2)

• Lift: The l i f t value reflects the importance of a specific rule. It is

commonly computed by the equation below.

lift(X ⇒ Y ) = supp(X ∪Y )

supp(X )× supp(Y )
(2.3)

Figure 2.7: An example of the visualization of association rules using arulesViz
package in R [16]

We used associate rules in Chapter 3 to find shared characteristics of par-

ticipants who left the study.

• Apriori algorithm: The Apriori algorithm is one of the oldest and fa-

mous association rule mining algorithms proposed by Agrawal and

Srikant in 1994 [17]. Apriori uses a bottom-up approach and itera-

tively finds the frequent data items in a dataset. The input of the

algorithm is the dataset and a minimum support threshold which is

set by the user. It identifies the itemsets by the following steps:
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1. First, consider each item as a 1-itemsets candidate. Then, the

occurrence of each item is counted by the algorithm.

2. Pick the candidates that satisfy the minimum support specified

by the user for the next iteration.

3. Combine dual items and discover 2-itemset frequent items that

satisfy minimum support.

4. Prune the 2-itemset candidate by minimum support value.

5. Continue the combining and pruning steps to find k-itemsets

that satisfy minimum support.

6. By meeting the criteria, finding the most frequent itemsets, the

algorithm will stop.

Figure 2.8: The steps of the Apriori algorithm.

• FP-Growth algorithm: The FP-Growth is another popular and high-

performance association rule mining algorithm proposed by [18] to

find frequent patterns. The overall steps of the FP-Growth algorithm

are as follows:

1. Scan the database for the first time to find a frequent 1 −
i temset , i.e. single item pattern.

2. Sort the frequent items based on frequency in descending order,

f-list.
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3. Construct the FP-tree by re-scanning the database.

4. Sort the conditional FP-tree in the reverse order of the f-list to a

generate frequent item set.

In Chapter 5, we use the FP-Growth algorithm to find out the set of

patients who frequently appeared together in regions of interest of

the DNA sequence.

Dimension Reduction

Dimension reduction techniques appeared in the early 20th century to

tackle analytics of high-dimensional data. In general, it is obvious that

dimension reduction techniques are applied to reduce the number of fea-

tures of a given dataset without losing too much information.

Nowadays, we are generating a huge number of data in our daily life, as

about 90% of the data around the world was only produced in the past

four years. Some sources of the data include:

• Smartphones’ apps collect a lot of personal information

• Google servers save the earth planet and searches

• Facebook collects all information that we share such as our clicks,

likes and, etc.

• Instagram saves photos, videos, and our likes.

The healthcare and epidemiological datasets are no exception. They store

health-related information of a population which leads to datasets with

hundreds/thousands of features.

One may ask why we need to reduce the number of features. There are

several reasons:

• By reducing the number of features, less space is required to store

the data.

• For analysis, training a dataset with fewer features needs conse-

quently less computation time.
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• Some techniques, e.g. global clustering, do not work correctly with a

high number of features.

• Most of the time in huge datasets some features are highly correlated,

thus dimension reduction techniques solve the problem of collinear-

ity by removing redundant features.

• It is easier to visualize low-dimensional data. Suppose that we have

two features of age and height, it is really easy to plot the relation-

ship between them in a scatter plot. In reality, we have many more

features in a dataset, i.e. hundreds. Now, the challenge is how to vi-

sualize for example a dataset with n features. It does not seem to be

a good way to visualize pairwise relationships of features as we need

n(n −1)/2 plots. It takes a lot of space and is difficult to follow.

Dimension reduction techniques are widely used in many fields, e.g. for

the analysis of multi-omics data [19]. Figure 2.12 shows the usability of di-

mension reduction techniques for analysis of clustering results [20]. Anal-

ysis of high dimensional data is always challenging, because for the follow-

ing reasons:

• A problem is the curse of dimensionality which means that with the

increasing number of dimensions in a dataset the distance between

points becomes vague. It means by adding more dimensions, the

observations spread out from each other until the distance between

them becomes equal. Figure 2.9 illustrates this problem. Thus, the

clustering on lower dimensions of the data is more suitable for the

analysis [21].

Figure 2.9: By adding more dimensions, the sparsity increases exponentially [21].
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• With large datasets the training and analysis of the data is slow.

• A large dataset needs a bigger storage space.

• Usually, the data might be noisy and with a lot of irrelevant and re-

dundant features.

Thus, dimension reduction techniques help to address all the above-

mentioned issues by reducing the feature space. Some dimension re-

duction techniques are described subsequently.

• PCA: The principal component analysis is a linear well-used dimen-

sionality reduction technique [22]. This technique generates a set of

new features from a given huge dataset with a high number of fea-

tures. The new set of generated features is called the principal com-

ponent. The most common characteristics of PCA are that:

a The principal components are linear combinations of the origi-

nal features.

b The first principal component represents the maximum vari-

ance in the dataset and the second principal component’s aim

is to describe the rest of the variance in the dataset which is un-

correlated to the first principal component.

c The next principal component describes the variance of the

dataset which is not included by the previous principal compo-

nents.

In Chapter 5 the PCA is used for 2D projection of mRNA data and to

visualize the similarity between sub-cohorts. In PCA the high vari-

ance features form the principal components and the data will be

rotated along the direction of higher variance.

In fact, each principal component is a linear combination of the orig-

inal predictors of the given dataset. As an example, suppose that we

are having a dataset with a set of p predictors and we want to extract

the two principal components PC A1 and PC A2.

If a set set of predictors is:

Nor mal i zed Pr edi ctor s = X 1, X 2, ..., X p (2.4)
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The first principal component is calculated as:

PC A1 =Φ11X 1 +Φ21X 2 +Φ31X 3 + ...+Φp1X p (2.5)

where

φp1 = (φ1,φ2,φ3, ...) is the loading vector for the first principal com-

ponent. As the large value of loading may lead to a large variance,

the sum of the squares of the loading vectors is limited and is equal

to one. The result of the PC A1 in the p −di mensi onal space is a

line that is the closest to the n observations based on the (usually)

Euclidean distance. In other words, the resulted line minimize the

distance between the line and a data subject.

The second principal component PC A2 can be calculated the same

as PC A1, see Eq. 2.6. The PC A2 is uncorrelated with PC A1 as their

correlation is equal to zero and it explains the remaining variance of

the dataset.

PC A2 =Φ12X 1 +Φ22X 2 +Φ32X 3 + ...+Φp2X p (2.6)

When we visualize the two uncorrelated components, they have or-

thogonal directions to each other. Figure 2.10 shows the PCA calcu-

lation of RNA data in Chapter 5.

• MDS: Multidimensional scaling is also a popular linear dimension

reduction technique [23]. This technique computes the similarity of

the data points and projects the points in lower feature space based

on a distance function, i.e. Euclidean distance, as closer points in

high-dimensional data are also closer to each other in lower dimen-

sions. MDS is applied in Chapters 4 and 5 to show the similarity of

sub-cohorts. Following are the steps of MDS:

a Set the number of dimensions after reduction in n-dimensional

space. In n-dimensional space, this number could be between 2

and 3 (dimensions more than 3 are difficult to visualize). Then,

set the orientation of the coordinates north, south, east, and

west.

b The distance of all pairs of points in the dataset should be calcu-

lated using Euclidean distance. The result is an n ∗n similarity

matrix, where n is the number of observations in the dataset.
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Figure 2.10: PCA shows uncorrelated components having orthogonal directions
to each other.

c Evaluate the stress function by comparison of the similarity ma-

trix and original dataset, where stress is a measure for goodness

of fit according to the predicted and actual distances.

d Adjust the coordinates to minimize stress.

• t-SNE: PCA and MDS are linear approaches, but what if we want to

find a pattern in a non-linear approach? T-distributed Stochastic

Neighbor Embedding is a non-linear dimension reduction tech-

nique that calculates the probability of the relationship between

data points in high-dimensional data, then mapping the points with

a similar distribution in the low-dimensional space [24].

Mainly there are two methods to map the data points in low-dimensional

space, local and global. T-SNE maintains the local and global struc-

ture simultaneously. Local techniques map each data point by

nearby data points in low-dimensional space. The second method

is a global technique that preserves the mapping of points on the

manifold of near points and keeps the distance of faraway points to

faraway data points. In other words, it aims to keep the geometry at

all scales, including low-dimensional space and high-dimensional
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space. It converts the distance between data points in the form of

probabilities.

In general, the t-SNE calculates the distance between data points in

three steps:

1. To calculate distances in high-dimensional space, t-SNE calcu-

lates the Euclidean distance between data points in the form

of probabilities which are representative for similarities of data

points. The distance probability between point xi and x j is

calculated according to 2.7, where σ is the variance of high-

dimensional data .

p j |i =
exp(−||xi −x j ||2/σ2

i )∑
k 6=i exp(−||xi −xk ||2/σ2

i ))
(2.7)

2. In the low-dimensional space, the distance probability between

data points yi and y j (corresponds to xi and x j in high dimen-

sional space) is calculated according to Equation 2.8.

q j |i =
exp(−||yi − y j ||2)∑

k 6=i exp(−||yi − yk ||2))
(2.8)

3. Minimizing the difference between probabilities in high-dimensional

space and low-dimensional space

In Chapter 5, the t-SNE is used as an option for 2D projection of RNA

data.

• UMAP: Although t-SNE works well with mid-size datasets, it has its

own limitations like computation time in the case of having very

large datasets.

The Uniform Manifold Approximation and Projection (UMAP) is a

recent dimension reduction technique [25] which is an enhanced

version of t-SNE. It managed to solve the issues with t-SNE. UMAP

works well with very large datasets and preserves both the local and

global structure of the data points. UMAP works with uniformly dis-

tributed data based on Riemannian geometry. The distance between

data points can be calculated by:
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1. Calculating the distance between the data points in high-dimensional

space.

2. Calculating the distance between the data points in low-dimensional

space.

3. Minimizing the difference between both distances using Gradi-

ent descent.

We used the UMAP algorithm as an option for projection of mRNA

data in Chapter 5.

Figure 2.11: Comparison of different dimension reduction techniques on different
datasets [25].
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Figure 2.12: A screenshot of ClusterVision for analysis of clustering results [20].

Clustering

Clustering is one of the most important techniques in machine learning.

It is an unsupervised technique with the aim of identification of the cor-

relation between features in the data with minimum detailed information

about the data. The outcome of clustering can be used to generate hy-

potheses. The most important clustering algorithms are:

• K-means: The K-means clustering partitions the data into k clusters,

as the observations with the nearest mean, belong to the same clus-

ter [26]. In fact, it aims to minimize the variance of observations

within a cluster. Suppose having n observations {(x1, x2, x3, ..., xn)}

and d features, the k-means algorithm will group the n observations

into the k sets C = {C1,C2, ...,Ck }. Thus, the main goal is to find:

ar gc min
k∑

i=1

∑
x∈Ci

∥∥X −µi
∥∥2 = ar gc min

k∑
i=1

|Ci |V arCi (2.9)

where µi is the mean of points in Ci . The K-means clustering is used

in Chapetr 3 in a step for generating the dummy dataset with missing

data.

• DBSCAN: The density-based spatial clustering of applications with

noise (DBSCAN) is a widely used density-bound clustering tech-
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nique [27] and [28]. The density-based techniques identify the areas

with high density as clusters. The density of data points within a

cluster is higher than outside of the corresponding cluster.

To measure the density of a specific data point, DBSCAN takes two

main parameters to be applied in clustering: eps specify how close

the observations should be in a dense region-based using a specific

distance measure, and mi nPoi nt s determines the minimum num-

ber of connected observations in a region. DBSCAN has the strength

to identify outliers.

It is important to set the parameters to an appropriate value. If we

have a dataset with n data points, by setting eps to a very large value,

all data points will have a density n. The reason is that for each data

point all other points will lie in the eps area of the given data point.

In contrast, if we set eps to a very small number, all data points will

have density 1.

The data points in a DBSCAN approach can be in one of the three

following groups, see Fig. 2.13:

– Core point: Core point is a data point that always belongs to the

dense region. The number of points around a key point is more

than the defined number for mi nPoi nt s within the esp region.

– Border point: If a point is in the neighborhood of a core point,

but has fewer points than mi nPoi nt s within the esp area, it is

called a border point.

– Noise point: Any point which is neither a key point nor a border

point, is called a noise point.

The key points whose distance is maximum eps lie in the same clus-

ter, while border points will be assigned to the cluster of its neighbor

key point. The noise points will be ignored and considered as out-

liers. Overall, DBSCAN works as follows:

a Identify and label key, edge, and noise points.

b Exclude noise points.

c Connect the core points which lie in a sphere within eps area.
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d The connected core points will form a cluster.

e Assign each edge data point to its neighborhood key point.

The DRESS algorithm that we use for the subspace clustering of epi-

demiological data in Chapter 4 is a DBSCAN-based algorithm.

Figure 2.13: The circle shows the esp area of a DBSCAN algorithm.

• Hierarchical:

Hierarchical cluster analysis groups similar observations into clus-

ters. The result of hierarchical clustering is a set of distinct clusters

where the observations within each cluster are similar to each other.

Hierarchical clustering builds a hierarchy cluster based on a specific

strategy, either agglomerative or divisive [29]. Ag g l omer ati ve is a

bottom-up technique, which means that clustering starts with each

observation (each observation forms a cluster), and as we move to an

upper level of the hierarchy it merges the pairs of clusters. Di vi si ve

techniques are called top-down, where it starts with one cluster of

all observations and in each move down the iteration the cluster will

split up. The result of both techniques is visualized in a dendrogram.

The hierarchical clustering is used for the clustering of RNA samples

of cancer patients in Chapter 5.

• Subspace: Subspace clustering is a technique that considers all

features in the clustering process, and the algorithm finds similar
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Figure 2.14: a) Shows the data points before clustering. b) Dendrogram of clusters
after hierarchical clustering. c) The iterative steps for hierarchy clustering of data
points in (a).

observations that can be grouped together in an overlapped subset

of dimensions [21]. There are a number of works that review the

(subspace-)clustering approaches. In fact, subspace clustering is the

enhanced version of the traditional clustering technique. Its main

aim is to find groups of objects in different subsets of dimensions, i.e.

subspaces, without eliminating some dimensions or objects. Over-

all, it has two main steps: the first is the feature selection and the

second step is to attempt the clustering technique. In other words,

subspace clustering needs a search method to evaluate each combi-

nation of subspaces to apply the clustering. A detailed description

of subspace clustering and its application to find sub-cohorts in

epidemiological data is explained in Chapter 4.

• Biclustering: Biclustering is a powerful data mining technique that

emerged to allow simultaneous clustering of rows and columns. Bi-

clustering techniques mainly were applied for clustering of omics

data, however, it is believed that with gaining knowledge on choos-

ing appropriate biclustering tools and enhancing the technique to be

applicable on a wide range of the data in can be applied on other vari-

ety of the data [30]. Biclustering is considered a pattern-based tech-

nique, it means depending on the problem the relevant algorithm

should be selected. In a generalized categorization, the algorithms

are defined as [31]:
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a Bicluster with constant values: The aim of this type is to find bi-

clusters with constant values on rows and columns. In practice,

this type of algorithm is not really applicable since, in reality, the

data is often noisy. Hartigan algorithm is an example to find bi-

clusters with constant values. Fig 2.15 (a) shows an example of

constant values bicluster. A perfect constant values bicluster is

a submatrix with size (I , J ), where for all iεI and jεJ the values

are equal and the variance is zero.

b Biclusters with constant values on rows or columns: These

types of algorithms look for clusters with constant values on

rows or columns. To apply this type of algorithms the data

should be normalized in a preprocessing step. Many algorithms

focus on this type of biclustering. Fig. 2.15 (b) and (c) shows ex-

amples of constant values on rows and columns in the best

case. These types of biclusters can be obtained by ai j = µ+ ai

or ai j = µ∗ ai expressions, where µ is a constant value within

a specific bicluster and ai is the adjusted value on i th row that

can be achieved either by an additive or multiplicative way.

c Biclusters with coherent values: These kinds of biclusters are

an improvement on the previous types which aim to find bi-

clusters with constant values on both rows and columns (see

Fig. 2.15(d-e). More advanced techniques are used to assess the

quality of biclusters by calculation of covariance between rows

and columns. These biclusters are also achieved based on two

models, additive and multiplicative.

In Chapter 4, it is suggested to use biclustering for analysis of

longitudinal epidemiological data as future work.

2.2 Study Examples

The most famous study examples in Europe are the Study of Heath in

Pomerania and the Rotterdam Study.
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Figure 2.15: a) Constant values bicluster. b) constant values on rows bicluster. c)
Constant values on columns. d) Coherent additive values bicluster. e) Coherent
multiplicative values bicluster.

Rotterdam Study

The Rotterdam study was appointed in the Ommoord region of Rotter-

dam city in the Netherlands in the late 1980s [32]. The main focus of

this study was to analyze cardiovascular, endocrine, hepatic, neurologi-

cal, ophthalmic, psychiatric, dermatological, otolaryngologic, locomotor,

and respiratory diseases as well as diseases that are common in elderly

persons, like Parkinson and Alzheimer disease. Generally, the Rotterdam

study consists of four independent cohorts, and the data were collected in

parallel. The first cohort (R-I) was established between 1990 and 2011 with

7983 participants. The second cohort study (R-II) was conducted from

2011 to 2016 with 3011 participants. The third cohort study (R-III) took

place between 2006 and 2014 with 3932 participants. The fourth cohort

study (R-IV) was established in 2016 and is still ongoing.

Study of Health in Pomerania

The Study of Health in Pomerania (SHiP) is performed in the Northeast re-

gion of Germany, i.e. Greifswald, Stralsund, and Anklam [33]. The same as

for other sources of epidemiological data, the information is acquired via

interviews of participants and gaining information on sociodemograph-
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ics, lifestyle, and medicaments. Moreover, some information is collected

based on physical examinations, for example, BMI and blood pressure sta-

tus, while some information is based on laboratory examinations, e.g. di-

abetes status and information on liver functionalities. Additionally, some

information is extracted from medical images.

The SHiP study is carried out in Western Pomerania. The whole study con-

sists of two dependent datasets: SHiP and SHiP-TREND. The main aims

of the study were frequent diseases like fatty liver, breast cancer, and back

pain.

The first collection of the first cohort (SHiP) started from 1997 to 2001, i.e.

SHiP-0 with 4308 participants. The second wave of SHiP-1 was conducted

from 2002 to 2006 having 3300 participants, and the third wave was be-

tween 2008 and 2012 with 2500 participants. The last wave of the study,

i.e. SHiP-3, was performed between 2008 and 2012 with 1700 participants.

As explained in the previous chapter, the study was initially started with

4308 participants, but within each next wave of the study, the number of

participants reduced dramatically. Thus, a new study started in the same

region with 8016 new participants, called SHiP-TREND.
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A fundamental topic in analytics is data quality, as it should be considered

to have valid and accurate results. Thus, data cleaning is a vital preprocess-

ing step to have valid outcomes [34]. As shown in Fig. 3.1, based on the

taxonomy of dirty data/ rogue data issues by Kim et al. [35] data quality is

a broad topic. Dirty data refers to inaccurate or incomplete data stored in

the database. The inaccuracy of data can be due to misspelling or punctu-

ation errors.

In many fields, during and after the collection process of the data, more

specifically time-oriented data, the quality of data is questioned to ensure

the accuracy of the analysis. One unavoidable aspect of the data quality

is missing data, where some information for any reason remains unfilled.

Consequently, it likely leads to biased data, since the available data is not

representative for all real data and it restricts the statistical power of fur-

ther analysis. As in many research fields, this problem is always present in

epidemiological data. There is a number of works to handle missing data,

but still, there is a gap to reach a satisfactory level of managing the missing-

ness issue, which may be filled by visual analytic approaches. Following,

the related works for handling missing data and the role of the visualiza-

tion in this topic are explained, followed by a more detailed description of

missing values in epidemiological data.

3.1 Missing Values as a Data quality Issue

Missing data is considered as a data quality factor, since it may affect the

results of the analysis. In longitudinal epidemiological studies, it happens

within and between the waves of the study. The missingness happens

within waves of the study when some information is not filled for any rea-

son. This issue is called an item non-response. The missing data is present

in longitudinal studies when the participants are re-invited for follow-up

examinations but do not show up. The terminology of unit non-response

or dropout is used for this case of missingness, which means that all in-

formation of the corresponding participant becomes unavailable from a

certain point. There can be many reasons for each form of missing data.

Since in the presence of missing data the dataset could not be represented

as real and whole data, it leads to a number of problems. Depending on
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Figure 3.1: Taxonomy of data quality issues.

the number and type of missing data it reduces the statistical power of the

study and leads to biased estimations [36].

There are various reasons for missing values within waves of the study. The

way we handle missing values is determined by the cause of missing val-

ues because it explains whether the presence of missing values influences

the distribution of the original dataset or not. The probable reasons for

missingness within waves of the study are:

• Laboratory issues, e.g. blood’s sample tube breaks accidentally

• Lack of biological samples, e.g. participant’s fear to give a blood sam-

ple

• Errors in data entry, e.g. answers to some questions are ignored

• Non-response to certain questions/examinations, e.g. the partici-

pant denies answering specific questions for any reason

The possible reasons for missing data between waves of study include:

• Physically unable, e.g. disabilities to show up for examinations
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Figure 3.2: Taxonomy of the missing data mechanism.

• Inconvenient location, e.g. participants moved out from their former

location

• Schedule conflicts, e.g. the determining date for examinations is not

appropriate for participants

• Forgetting visits, e.g. not all participants recorded the follow-up ex-

amination date

• Side effects, e.g. the participants are not in a good health condition

because of the side effects of some treatments

In general, there are three types of missing values and the way we should

handle missing data depends on this missingness mechanism [37]:

• Missing Completely At Random (MCAR): when there is no logical ex-

planation for the missing values. For example, if a participant ac-

cidentally skips a question in the questionnaire or the sample tube

breaks, and consequently the result cannot be provided. In this case

of missingness, usually, the distribution of missing values and ob-

served values is the same and it does not lead to biased data.

• Missing At Random (MAR): this type of missingness occurs when the

missing values are dependent on some available data. This type of

missing value usually is a source of biased data. As a simple exam-

ple, in a dataset where both features of age and blood pressure are

considered, it is more likely that the blood pressure measure remains
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unfilled for younger participants. The reason might be that it is less

likely that younger people have hypertension issues. Thus, it might

be ignored to be measured for young people. As a consequence, the

observed blood pressure values tend to be higher (for elderly people)

and missing for younger people with lower blood pressures.

• Missing Not At Random (MNAR): this type of missing data also leads

to biased data as the distribution of observed and missing data is dif-

ferent. Like the MAR type, the missingness is dependent on what

is happening in the study, but the cause of dependency is missing

in the data (mostly to the specific feature itself). For example, in a

study of migraine patients who are really sick and do not show up.

As a result, information about the migraine status of people with

headaches remains missing.

3.2 Related Works in VA

In this section, a brief explanation of previous works on handling missing

data in epidemiological studies is provided. Then, the focus is on visual-

izations related to works with data quality topics.

Figure 3.3: Missingness map of Amelia package [38]
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Figure 3.4: Missingness pattern in parallel coordinates (the red highlights repre-
sents the missing values) [39].

3.2.1 Handling Missing Epidemiological Data

There are various methods for handling missing data. However, depend-

ing on the type of missingness, the handling method should be selected

carefully to not produce bias to the data [37]. The distinction between dif-

ferent types of missing data is not easily achievable, but the exploration of

the missing data can help to get a sense. Usually, the distinction between

MAR and MNAR is based on the assumption and background knowledge

of the healthcare specialist. Figure 3.2 shows the taxonomy of different ap-

proaches for handling missing data depending on the missingness mech-

anism. The description of each technique is listed below:

• Single imputation: This is one of the simplest and common ap-

proaches to replace the missing data with a single predicted value.

There are multiple single imputation methods:

– Mean imputation, where all the missing values of a feature

are replaced with the mean value of the corresponding fea-

ture. This imputation technique works well when the number

of missing values is small and also the distribution of missing

values and observed values is the same (MCAR).

– Complete Case Analysis (CCA): In this technique, missing the

subjects with missing data in one or more features is ignored
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from the analysis. Although CCA is also widely used in many re-

search areas to polish the data, it has the same consequences as

mean imputation. Moreover, we loose the whole information

of subjects who have missing data and it reduces the statisti-

cal power of the data. This case is only appropriate in the MAR

case.

The above-mentioned techniques are easy to use, but lead to a sig-

nificant bias in data when the distribution of the missing data is dif-

ferent compared to the distribution of observed data, i.e. in the case

of MAR and MNAR. There are other single imputation methods that

consider the relationship between features (regression methods) in

the prediction process. Since the main focus in this thesis is multiple

imputation, the detailed description of such techniques is skipped.

• Multiple imputation: When there is a dependency for missing data

(MAR and MNAR) and thus the distribution of missing data and ob-

served data is different, multiple imputation seems to be a reason-

able approach to handle the missing data [37]. The relationship be-

tween features should be considered to predict missing values by

using regression methods. For each missing value, multiple data is

predicted. The main idea of multiple imputation is that since the

predicted value could not be representative for the real value, for

each missing value multiple values are predicted. The difference be-

tween predictions represents the amount of uncertainty of predic-

tions. Generally, as shown in Fig. 3.5, multiple imputation consists

of three main steps [40]:

In the first step, m imputed datasets are created using multiple im-

putation by replacing missing values with plausible values. The plau-

sibility of predictions is assessed from the distribution of predicted

values for missing entries. In all these m datasets the observed values

are the same, while they are different for missing entries. In the sec-

ond step, the plausibility of the imputed datasets should be checked

through analytic methods like analyzing the difference between ob-

served data vs imputed data. The last step is to pool the datasets

into one, as it reflects an unbiased dataset and the imputed dataset

simulates the distribution of missing data besides the observed data.
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In this work, multiple imputation of chained equations (MICE) as a

type of multiple imputation is used [41]. The following explains the

steps of MICE:

– Applying a simple single imputation method to fill the missing

values as place holders, e.g. mean value imputation.

– For all features v a regression model should be learned for miss-

ing values on both imputed and observed values.

– Replace the missing values of v with the predicted values from

the regression model. These two last steps are repeated maxi t

numbers to generate m imputed datasets.

Figure 3.5: Multiple imputation main steps.

3.2.2 Task Analysis

As the main aim of this chapter is to handle missing values in cohort stud-

ies, the three main tasks that should be considered in treating missing val-

ues (exploration, imputation and check the results) are explained as fol-

lows [42]:

T1 What has to be answered in the exploration phase:

a. Which portion of the data is missing within and between the waves

of the study?
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b. Where are the item non-response and unit non-response cases?

c. Does missingness happen with the same pattern in a pair of fea-

tures, i.e. co-missingness?

d. What are the shared features of participants who dropped out of the

study?

T2 When building the imputation model, which parameters should be

considered?

a. Can we make a trade-off between accuracy and computation time

of imputations?

T3 Are the imputation results valid?

a. Do the predictions for each feature make sense?

b. How are the imputed values distributed over observed values con-

sidering min, max, dense and sparse region?

c. How do the predictions differ in each m imputed dataset for a se-

lected feature?

3.2.3 VIVID

VIVID was developed as a web-based framework to fulfill the tasks de-

scribed in Section 3.2.2. The description of the system is explained in three

parts based on the functionality of each part:

Exploration. In the following, the components to support the exploration

phase are explained (T1):

• Number of missing values: Usually, the first step to understand the

missing values is to be aware of the number of missing values. Addi-

tionally, it is necessary to know the way the missing values should be

handled. In VIVID an interactive categorized stacked bar chart is im-

plemented to show the number of missing values in each wave of the

study, each group of features, and each total. As shown in Fig. 3.6(a),

bars show the total number of missing values in each wave of the

study, and sorted stacks based on the feature’s grouping, which are

discriminated by the colors, show the number of missing values in
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Figure 3.6: VIVID’ user interface consists of: (1) Color-coded categories of features.
(2) different charts for exploration of missing values. (3) access to the waves of
study. (4) settings for the imputation process. (5) Plots to check the results of
imputation. All the plots are visualized in the middle panel of the interface.

each group. The analyst can select a specific feature and the stacks

show the quantities only for the corresponding feature in all waves

of the study.

• Location of missing data: Where the missingness occurs or which

participants showed up or dropped out from the follow-up exami-

nations is important to the analyst to create possible strategies for

the future to reduce the number of missing values. Additionally, it

is helpful to know if there is simultaneous missingness between fea-

tures. VIVID supports this information by a categorized missingness

map. The missingness map provides the most straightforward rep-

resentation of missing values by showing missing values as empty

holes in a matrix representation of the data [38, 43]. As shown in

Fig. 3.6(b), the missingness map represents the missing values for a

wave of the study, columns represent participants and rows show fea-

tures that are colored based on the categorization explained in Chap-

ter 2. The rows (features) are sorted based on the specified taxonomy.

The missing values are colored black, which reminds the emptiness.

A completely black column says that there is a dropout (unit non-

response), while a single black cell represents an item non-response.

The user can check which participants have missing/observed val-

ues w.r.t. a specific group of features, i.e. laboratory values are not



3.2. RELATED WORKS IN VA 43

measured for participant x because all cells from the laboratory cat-

egory are black/missing for participant x in the second wave of the

study. In the case that some features have missing values simultane-

ously, the analyst may hypnotize the dependency between features.

The main drawback of prior missingness maps in other packages [38]

was that it will be cumbersome for large datasets. Thus, VIVID en-

ables the user to adjust the level of zoom by the zooming system. Ad-

ditionally, hovering the mouse on cell tooltips gives information on

the features and participants.

Figure 3.7: Visualization of association rules. The bars represent the amount of
the target feature, i.e. missingness, in each generated rule. The circles are rule
items where the coloring is based on the categorization of features and they are
normalized between 0 and 100.

• Shared characteristics of dropped out participants. Understanding

the common/shared characteristics of participants who drop out of

the study may give insight to the analyst to understand the reason or

dependencies of missing data. In VIVID, association rules are used to

identify these shared features. In the background, classification rules

are learned with respect to the participant’s status, if the participant

dropped out of the study or showed up for follow-up examinations.
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To do this, we used the HotSpot package in WEKA [44] and to connect

it to R, we employed the RWeka package in R [45]. To learn the clas-

sification rules, we generated an additional binary target feature to

present the st atus of participants indicating whether they showed

up or dropped out from the second wave of examinations. In the sys-

tem, the user is able to set the interest of criteria using st atus as a tar-

get feature to generate the rules. For example, if st atus = dr opout ,

it means that the user is interested to find out the subgroups with

similar features who dropped out. The minimum support threshold

parameter is set to assure the minimum of time the rule is true.

Additionally, the rules’ minimum confidence, which represents the

minimum length of rules (rule items), can be set by the user. The

result of classification rules is shown in a plot to show the rules’ fea-

tures, as presented in Fig. 3.7. Each rule is presented by a bar along

with circles, where the bar height shows the number of dropped outs

and the circles show rule items (features) - the position of each rule

item shows the number of the corresponding features. All features

are normalized between 0 and 100. The circles (rule items) are col-

ored based on the conventional colors assigned to the feature cate-

gories. It lets the expert identify the interestingness of each rule at

a glance w.r.t. the number of dropped outs, contributed features of

each category, and length of each rule (subgroup).

By hovering on each rule item, the tooltip gives information on the

corresponding rule, i.e. the quality of rule, like lift, support, and con-

fidence values.

Imputation. After the exploration phase, VIVID supports the analyst to

build the imputation model to preserve the distribution of the data as it

should be if the data were not missing (T2). As shown in Fig. 3.6(5), VIVID

supports the analyst to set important parameters from the GUI to build

the imputation model described in Sec. 3.2.1. These parameters include

the maximum number of iterations (maxi t ), the Pr edi ctor M atr i x and

the number of imputed datasets (m).

As explained in Sec. 3.2.1, MICE accomplishes the imputation process in

an iterative manner. The number of iterations should be enough as the

imputations reach a convergence level, i.e. the predicted values of (m)

different datasets should not fluctuate too much from each other. The user
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Figure 3.8: The circular graph shows a binary correlation matrix. The features
are colored and sorted based on the feature’s categorization. A slider enables
adjusting the threshold values for adjusting the prediction matrix. When the
correlations exceed the thresholds, then arcs show strong correlations. Also, a
binary table shows the prediction matrix.

is able to set the parameters m and maxi t manually via a text input item.

As explained in Sec. 3.2.1, the result of multiple imputation is m imputed

datasets. The values for observed data are fixed in all datasets, while they

vary for missing data. It is clear that the prediction of the exact values of

missing data is infeasible. Thus, the differences between these predicted

values express the amount of uncertainty of predicted values.

There are different suggestions to set m. The number of m is set depend-

ing on the dataset size and the number of missing values [46, 47]. By

default in the MICE package, m is set to 5, which in other studies showed

that it is enough to give a certain amount of accuracy for the imputations [?

]. Thus, in VIVID the user interface is also considered as the default value.

Another important parameter is the set of features that is useful to predict

the missing values of a feature. These features are passed to the MICE

package as an n ∗n binary matrix, which is called the pr edi ctor M atr i x,

where n is the number of features. In the pr edi ctor ematr i x the rows are

considered as target (features to be predicted) and the columns as predic-

tors of the target feature, where 1 reflects the corresponding feature and is

used in the imputation process of the target feature. In contrast, 0 means

that the corresponding feature is not involved in the imputation process
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of the target feature. In the MICE package, all the features are used to pre-

dict a target feature (feature with missing values) by default, which means

that a target feature can be predicted by regression over all other features.

On the one hand, due to the computation complexities, using the default

pr edi ctor matr i x does not seem efficient when the dataset size is large.

On the other hand, the wrong adjustment of pr edi ctor matr i x may re-

duce the accuracy of imputation. Thus, VIVID gives suggestions to the

analyst to form pr edi ctor matr i x. Besides making suggestions by VIVID,

the user should set the predictors carefully to impose the least risk of bias

in predictions [48].

To make a trade-off between computations and accuracy of imputation,

VIVID calculates an n ∗ n correlation matrix of features to find the rele-

vant features for prediction. The correlation matrix is binarized using a

thr eshol d value. In the binary correlation matrix, if the correlation be-

tween f eatur ea and f eatur eb exceeds the threshold, 1 is written in the

position of a∗b and b∗a of the binary correlation matrix. The correlation

between nominal features is calculated by the Pearson correlation coeffi-

cient, and between categorical features, the Chi-squared test is used. The

significant correlation between features is defined by the p-value of the

test. The analyst should find an equitable value as thr eshol d to guaran-

tee the accuracy of imputation as well as the computation time.

To support the analyst to choose the thr eshol d , VIVID shows the bina-

rized correlation matrix in a circular graph like a chord chart in which the

arcs between elements (features) represent the relationship between fea-

tures [49]. As shown in Fig. 3.8, the graph’s components show features that

are colored based on the categorization of the data. A slider located on

the button side on a circular graph is used to set the thr eshol d to cus-

tomize the binarized correlation matrix. By moving the slider, the analyst

can check the correlation between features. Having a large number of fea-

tures may lead to cluttered results in the visualization of information (be-

cause of having a lot of arc connections). Thus, by hovering on an item

(feature) the connection between other features will disappear. Addition-

ally, by clicking on the arc between f eatur ea and f eatur eb , tooltips give

information on the correlation significance between these two features.

Moreover, the data table of the binary correlation matrix is available. This
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customized matrix can be passed as the predictor matrix to the imputation

process.

Figure 3.9: Bean plots are used to compare the distributions of imputed and
observed values in dense and sparse regions where the lines inside the bean plot
represent the values. The colored lines show imputed values and the gray ones
display observed values. Beans are colored based on the feature categorization.
The left-side plot shows the first imputed dataset for the glucose feature, while
the right side shows the BMI feature.

Figure 3.10: The swarm plot displays the distribution of imputed values over
observed values in a combined way. The gray points represent observed values
and the colored ones (based on the corresponding feature’s category) represent
predictions. The left-side plot shows the first imputed dataset for the glucose
feature, while the right side shows the BMI feature.
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Plausibility of imputations. After the imputation process, the validity

of the results of each m imputed dataset should be checked (T3). The

plausibility of the results is usually done by comparing the predicted val-

ues over imputed values [50]. Here we considered that the type is MAR,

which means, the distribution of observed and predicted values is differ-

ent. Thus, in the result, it is expected that the minimum and maximum

of predicted and observed values are close to each other, while the inner

distribution may vary.

VIVID uses bean plots [51] to provide this information. As shown in Fig 3.9,

the beans are colored based on the categorization of the features, and in-

ner lines stand for individuals’ values, whereas the observed values are

grey. It reflects the density and shape of the distribution of the predicted

values over observed values side by side for a selected feature.

Additionally, to compare observed and predicted values in a compact way,

a swarm plot is implemented. As shown in Fig. 3.10, each circle element

stands for a value, whereas the color depicts if it is a predicted value or an

observed value.

Last but not least, the difference between predicted values should do not

fluctuate too much and the valid results should give a reasonable amount

of uncertainty between values in m imputed datasets. To support the valid-

ity of this information, VIVID employs parallel coordinates. As presented

in Fig. 3.14, nth axis represents the predicted values of nth imputed dataset

among m datasets. The lines are predicted values that are colored based

on the categorization of the data. The user is able to select an interval from

nth to highlight the corresponding predictions in other imputed datasets.

3.2.4 VIVID Workflow

In order to describe the functionality of VIVID, the workflow is explained

by analyzing SHiP data. The data of female participants of SHiP-0, SHiP-

1, and SHiP-2 are loaded into VIVID’s components. The reason why we

skipped loading men’s data is that men’s data consists of features that

should be systematically missing, e.g. menopause. Thus, it is always bet-

ter to make a separation between men and women and treat the data

separately.
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Figure 3.11: VIVID workflow: 1. Exploring the missing values and 2. setting
the parameters for multiple imputation. The MICE library in R receives the
parameters and 3. runs the imputation process. 4. After imputation, the results
will be sent to the analyst to check the quality of imputations via Shiny.

The system is evaluated together with Till Ittermann, who is an experi-

enced statistician working with the SHiP data. The components were

explained to him and later he gave feedback on the usability of the system

and also suggestions for further improvements.

As explained earlier and shown in Fig. 3.6, the web user interface of VIVID

consists of components to navigate the missing values. Thus, in the first

step, the expert targets an understanding of missing values by checking

the number of missing values in each wave of the study using interactive

stacked bar charts. The results show that the last wave of the study (SHiP-

2) has the greatest number of missing values and that in all waves of the

study features related to laboratory tests are not filled. Moreover, the ana-

lyst checked where the missing values occur and where they are unit non-

response (drop out) or item non-response cases by missingness maps.
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In the next step, the expert generated the association rules to understand

the shared characteristics of dropped out of participants (see Fig. 3.7). The

results of 37 generated rules from female participants of SHiP-0 showed

that women who had never taken birth control tablets and are not well

educated dropped out of the study. Additionally, another rule with the

highest number of dropouts shows that 193 participants who had never

taken birth control tablets dropped out of the study.

In order to start the imputation process, the analyst checks the feasibil-

ity of one of the most important parameters, i.e. predictor matrix. As ex-

plained earlier, the circular graph shows the binarized correlation matrix

between features. The threshold values for the Pearson correlation coeffi-

cient and the Chi-squared test were set to 0.2 and 0.05, respectively. These

values seem to be sufficient to make the trade-off between computation

and accuracy of imputations by giving enough connection between the

pairs.

The other parameters m and maxi t were left as default to start the impu-

tations. The parameters were sent to the MICE package to start the im-

putation by Shiny. After completion of imputations, the results were sent

back to the user interface for checking the plausibility of the results. In this

step, the analyst selected the first imputed dataset and checked the distri-

bution of observed values and imputed values over each other by seeing

swarm and bean plots. As shown in Figs. 3.9 and 3.10 for example, BMI

and glucose features, the minimum and maximum values were approxi-

mately the same as observed values, while the inner distribution slightly

varies for both features. The gaps between the observed values were filled

for both selected features by the predicted values.

As the last step, the expert should check the amount of uncertainty by

comparing the predicted values with each other. To do so, the parallel co-

ordinates are selected for the sample features. The results show that the

predicted values in each selected interval did not fluctuate and twisted to

each other after 40 iterations.
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3.3 Evaluation

This section consists of two parts: in the first part, the quality of imputa-

tions using multiple imputation is assessed. The second part shows how

VIVID makes the trade-off between accuracy and time of computations.

3.3.1 Quality of Multiple Imputation

During the imputation process, some questions may arise: what percent-

age of data needs to be available for the imputation? Does the correlation

between features change after the imputation process?

Thus, in the evaluation part, we investigated three aspects of the predic-

tion of missing data in longitudinal epidemiological data using multiple

imputations. First, it is analyzed how the accuracy of imputations is influ-

enced by the number of missing values, i.e. with how many missing values

the imputation process will lose its accuracy.

Then, it is assessed how the correlation between features may change after

the imputation process considering the amount of missing data.

Thus, to evaluate the quality of imputations and check how far the results

are from the real values, we created a test MAR dataset (there is a depen-

dency for missing values that are inside the data) using SHiP data. As in

some previous studies, it is shown that there is a dependency between

dropouts and a set of features (ρ) consisting of education level, age, smok-

ing, alcohol consumption-related features, and other disease-related fea-

tures [52]. This feature set is used to produce the test dataset. The follow-

ing section explains the steps to build the test dataset (see Fig. 3.12):

1. For preprocessing, exclude features with a high number of missing

data and features.

2. Cluster the first wave of examinations (SHiP-0) based on the (ρ) fea-

ture set. In this way, similar participants with similar dropout depen-

dencies will be grouped together. For this step, the simple k-means

clustering was used, which is sufficient to find out balanced clusters,

i.e. groups of the same size.
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3. Examine the number of dropouts in the next wave of the study (SHiP-

1) for each cluster.

4. Combine the two waves of study and create the test dataset by con-

sidering only complete cases. Then, give each complete case a prob-

ability (considering to which cluster it belongs) to drop out.

5. Remove participants based on the assigned probability to drop out.

Figure 3.12: Steps of creating MAR missing data for evaluation.

The clustering method was simple k-means and the number of clusters for

creating the test dataset was set to 10. The imputations were compared

when 20 vs. 40 percent of participants dropped out. The features glucose

and BMI are used here as sample features to show the accuracy of imputa-

tions.
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BMI_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 16.75 16.75 16.75 16.75 16.75 16.75524

max 49.98 49.98 49.98 49.98 49.98 49.98174

mean 27.29 27.37 27.32 27.30 27.37 27.29128

std 5.056 5.184 5.093 5.143 5.168 5.105532

var 25.57 26.88 25.94 26.445 26.71 26.06645

MAE 2.330385 2.548912 2.202117 2.375597 2.80137 -

Table 3.1: Predictions of SHIP1, BMI feature with 20 percent dropouts.

BMI_S1

imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 17.116 17.116 17.116 17.116 17.116 16.75524

max 45.34 45.34 45.34 45.34 45.34 49.98174

mean 27.48 27.32 27.22 27.38 27.35 27.29128

std 5.32 5.14 5.13 5.27 5.24 5.105532

var 28.33 26.45 26.40 27.87 27.55 26.06645

MAE 2.623 2.358 2.518 2.549 2.748 -

Table 3.2: Predictions of SHIP1, BMI feature with 40 percent dropouts.

glucose_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 2.54 2.54 2.54 2.54 2.54 2.54

max 20.8 20.8 20.8 20.8 20.8 20.8

mean 5.308454 5.323343 5.326667 5.325159 5.322995 5.267594

std 1.438691 1.437309 1.446099 1.468551 1.441486 1.310935

var 2.069831 2.065858 2.091203 2.156641 2.077883 1.718552

MAE 0.9678325 0.9594089 0.968867 0.9065025 1.029261 -

Table 3.3: Predictions of SHIP1, glucose feature with 20 percent dropouts.

In the imputation process, the number of imputations (m) is set to 5 and

the maximum of iterations (maxi t ) is set to 40.

Tables 3.6 and 3.8 show detailed information of the accuracy of impu-

tations. It shows that for the 20% of dropouts the minimum, maximum,

standard deviation and variance are really close to the real values for both

BMI and glucose features. Additionally, in predictions of the BMI feature

with 40% of missing values, all measurements are close to the real values.
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glucose_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 2.54 2.54 2.54 2.54 2.54 2.54

max 16.54 16.54 16.54 16.54 16.54 20.8

mean 6.119024 5.956976 5.767217 5.838879 6.503082 5.267594

std 2.286906 2.178158 1.971605 2.075997 2.614224 1.310935

var 5.22994 4.744374 3.887228 4.309763 6.834168 1.718552

MAE 2.889952 2.540594 2.21114 2.40228 3.604252 -

Table 3.4: Predictions of SHIP1, glucose feature with 40 percent dropouts.

However, the predictions of glucose are less accurate. The reason is prob-

ably that in the simulated MAR database we did not have enough partici-

pants with a high amount of glucose. The minimum absolute error (MAE)

(Eq. 3.2) does not differ too much for the amount of missingness for the

BMI feature, while it is getting considerably worse for the glucose feature

with 40% of missing data.

The reason is that in reality, the BMI value has a strong correlation with

more features like age, sex, weight, and height that are used in the imputa-

tion process.

M AE =
∑n

i=1 |RealValuei −Predictedi|
n

(3.1)

Additionally, the following shows how the imputation affects the correla-

tion between features. Figure 3.13(a)(b) shows the correlation between the

numeric features age and BMI from the physical status group and serum

creatinine from laboratory test groups before and after the imputation for

the first imputed dataset. Figure 3.13(c) shows the correlations of real val-

ues. From the selected features we can conclude that after the imputation

the correlations slightly differ when the amount of missing values is about

20%İn contrast to this, it significantly differs for most pairs of features after

the imputation with 40% of dropouts.

In conclusion, multiple imputation works well when there is enough in-

formation to complete the predictions based on this information, as with

20% of dropouts the predicted values were close to the real values and the

correlation between the features is preserved. In contrast, the accuracy of

predictions will considerably reduce having 40% of dropouts.
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3.3.2 Trade-off between Accuracy and Time

In this section, it is explained if using VIVID helps to have less computa-

tion time while having a good accuracy of predictions.

As explained earlier, by default, the MICE package uses all other features in

the dataset to predict the missing values of a feature. In the case of having

a big dataset, it is time-consuming and sometimes infeasible because of

hardware limitations. By sending the predictor matrix suggested by VIVID,

we can use only relevant features for the prediction process. To create the

predictor matrix, the thresholds of the correlation coefficient are set to 0.2

and the Chi-squared test is set to 0.05. These values give enough relevant

predictors for each feature. In the case of giving high threshold values, we

may involve more irrelevant features in the imputation process which in-

creases the computation time. In contrast, very low values may skip the

relevant predictor feature set, which may lead to inaccurate predictions.

By this, the computation time decreased to 14 minutes from 1 hour and

30 minutes. From the accuracy point, Figures 3.14 and 3.15 compares

the prediction of the BMI feature in the SHiP-1 dataset using VIVID’s sug-

gested predictor matrix and the default predictor matrix.

To make the comparisons more comprehensible, the participants of each

group interval are highlighted to see how the predictions of each group are

close to the real values. The results show that for the BMI feature the pre-

dictions for all groups including underweight, normal, overweight are the

same for the default and VIVID’s suggested predictor matrix. Figures 3.16

and 3.17 show the predictions for glucose from the laboratory category.

For both imputation models, the predictions for normal and pre-diabetes

groups are close to each other. The predictions for the diabetic group are

less accurate, as they are diverse and far from real values. An explanation

for this might be that the number of observed participants for these groups

is considerably less than the other groups. In conclusion, the accuracy of

the prediction did not reduce by adjusting the predictor matrix, i.e. con-

sidering only relevant features to predict a feature, while the computation

time reduced considerably.

M AE =
∑n

i=1 |RealValuei −Predictedi|
n

(3.2)
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Number of participants 1035
Number of SHiP-0 features 216
Number of SHiP-1 features 43
Number of dropouts in SHiP-1 204 (≈ 20%)
Number of dropouts in SHiP-1 421 (≈ 40%)

Table 3.5: The dummy database with MAR dropout missing values.

BMI_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 18.08 19.02 16.75 18.06 16.75 16.94

max 45.34 45.34 41.98 43.35 42.94 45.104

mean 26.68 27.33 26.35 26.52 27.32 26.85

std 5.40 5.32 5.29 5.11 5.17 5.37

var 29.2 28.36 28 26.17 26.83 28.88

MAE 3.52 3.54 3.49 2.50 3.53 -

Table 3.6: Predictions of SHiP-1, BMI feature with proposed predictor matrix by
VIVID.

BMI_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 16.75 17.31 16.75 16.75 19.61 16.94

max 40.34 45.34 45.34 43.35 45.34 45.1

mean 26.74 27 26.75 27.73 27.77 26.85

std 4.84 4.85 5.23 4.85 4.85 5.41

var 23.44 23.61 27.39 23.55 29.34 28.88

MAE 3.48 3.45 3.52 3.56 3.50 -

Table 3.7: Predictions of SHiP-1, BMI feature with default mode.

3.3.3 Summary and Conclusion

In this chapter, we presented a web-based system called VIVID to allow

epidemiological analysts to explore, impute, and check the plausibility of

the imputations. For the exploration phase, we enhanced conventional vi-

sualizations like a missingness map to see where the missingness occurs.

To find out the characteristics of dropout participants we employed asso-
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glucose_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 2.54 2.54 3.51 3.84 3.79 3.3

max 20.8 16.54 12.94 11.12 9.3 11

mean 5.46 5.46 5.22 5.03 4.92 5.11

std 1.58 1.32 0.88 0.77 0.65 0.93

var 2.51 1.76 0.77 0.59 0.43 1.87

MAE 0.82 0.82 0.79 0.77 0.82 -

Table 3.8: Predictions of SHiP-1, glucose feature with proposed predictor matrix
by VIVID.

glucose_S1
imp#1 imp#2 imp#3 imp#4 imp#5 Real values

min 2.54 2.54 2.54 2.54 2.54 2.54

max 20.8 20.8 20.8 20.8 20.8 20.8

mean 5.45 5.36 5.45 5.32 5.23 5.27

std 1.52 1.39 1.46 1.39 1.3 1.39

var 3.21 1.67 2.45 1.73 0.43 1.95

MAE 0.92 0.82 0.9 0.8 0.82 -

Table 3.9: Predictions of SHiP-1, glucose feature with default mode.

ciation rules. To predict missing values via multiple imputation, VIVID

allows the analyst to make the imputation model and set the required pa-

rameters and send it to the MICE package in R. Then, it provides visualiza-

tions to check the validity of the imputations, e.g. distribution of predicted

values over missing values.

Moreover, an evaluation section is provided to assess the performance of

VIVID (to measure how VIVID makes the trade-off between time and accu-

racy of imputations).
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Figure 3.13: The correlations between age, glucose, BMI and serum creatinine.
(a) and (b) show the correlations for the first imputed datasets with 20 and 40
percent of dropouts, respectively. (c) shows the correlations of real values.
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Figure 3.14: Predictions of BMI, from the physical status category, with 20 percent
dropout. (a) Underweight participants BMI<18.5, (b) Normal weight participants
18.5<BMI<25, (c) Overweight 25<BMI<30, (d) Obese BMI>30.

Figure 3.15: Predictions of BMI, from the physical status category, with default
prediction matrix. (a) Underweight participants, (b) Normal weight participants,
(c) Overweight, (d) Obese.
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Figure 3.16: Predictions of glucose, from the laboratory category, with 20 percent
dropout. (a) Normal up to 5.5, (b) Pre-diabetes between 5.5 to 7, (c) Risk of
diabetes above 7.
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Figure 3.17: Predictions of glucose, from the laboratory category, with the default
imputation model. (a) Normal up to 5.5, (b) Pre-diabetes between 5.5 to 7, (c)
Risk of diabetes above 7.
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One of the main goals of epidemiology studies is to investigate the causes

of diseases by discovering the risk factors which are related to a popula-

tion’s lifestyle, genetic events, living environment, and socio-demographic

factors. Thus, there is a need to identify the high-risk and low-risk sub-

cohorts which discriminate from the whole cohort. In data mining, clus-

tering is an unsupervised approach is deployed for grouping a cohort. In

a cluster, the individuals are related to each other through a biological or

social characteristic or they have a relationship with a special event [53].

4.1 Clustering

The general description of clustering is described in Chapter 2. In the rest

of the document, the subjects and participants have the same meaning.

The term clustering refers to the grouping of similar subjects in a dataset.

Usually, the input of a clustering algorithm is a dataset where the column

forms the features and each row forms a subject. In other words, a sub-

ject can be described as a point in the multidimensional space. The sub-

jects are grouped based on a specific distance factor, such as Euclidean

w.r.t. their features. Nowadays, the advancements in data collection tech-

nologies lead to larger, high-dimensional, and consequently more com-

plex data. With the additional complexity of the data, the feasibility of the

traditional clustering algorithms becomes questionable since to measure

the similarity of the subjects they consider all dimensions in the distance

function while many features may not be representative for the distance

of the two specific objects. In high-dimensional complex data, it is more

likely that data is noisy. Thus, by involving all features in the clustering

the results are possibly incorrect as many clusters maybe are hidden in

subspaces. The other issue with traditional clustering of high dimensional

data is the curse of dimensionality. This term means that with the increas-

ing number of features in a dataset, the distances between subjects be-

come vague. It means by adding more features, the subjects spread out

from each other until the distance between them becomes equal. Fig-

ure 2.9 displays the issue of the curse of dimensionality. Thus, the cluster-

ing on data with a lower number features of features is more meaningful

for the analysis.
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Although some techniques like feature selection can handle this problem,

they usually only consider a fixed subset of dimensions in the clustering

procedure, while different objects maybe group-able in different sub-

spaces. Many times, different objects are related to each other in different

subspaces.

Subspace Clustering

Subspace clustering is a technique that considers all dimensions in the

Figure 4.1: The workflow of the DRESS algorithm [54].

clustering process and the algorithm finds similar objects that can be

grouped together in an overlapped subsets of dimensions. There are a

number of works that review the (subspace-)clustering approaches. In

fact, subspace clustering is the enhanced version of the feature selection
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and traditional clustering technique. Its main aim is to find groups of

objects in a different subsets of dimensions, i.e. subspaces, without elim-

inating some dimensions or objects. Overall, it has two main steps: first,

feature selection and the second step is to attempt the clustering tech-

nique. In other words, subspace clustering needs a search method to

evaluate each combination of subspaces to apply the clustering.

In this work , we used a constraint-based clustering technique to find sub-

cohorts associated with specific outcomes using labeled participants. Al-

though labeling of participants is not always feasible because of expensive

medical examinations, semi-supervised constraint-based subspace clus-

tering approaches overcome this limitation. They find clusters in sub-

spaces using a small amount of background knowledge of participants’

characteristics which are associated with medical outcomes.

DRESS (Discovery of Relevant Example-constrained SubSpaces) is a constraint-

based clustering technique which is particularly helpful to find subspace

clusters of participants by incorporating experts knowledge [54].

To determine similar participants w.r.t. the terms of must-link and not-

link, theDRESS algorithm uses a few numbers of constraints defined by

the medical experts. A must-link constraint defines that two subjects in

a must-link relation should be located in the same cluster, while two sub-

jects with not-link relation should not be present in the same cluster. For

example, to find subspace clusters of participants that are highly corre-

lated with a disease like fatty liver, the expert uses a bit of background

knowledge on the disease to define must-link constraints between partic-

ipants with the same disorder, i.e. positive and negative fatty liver. The

not-link constraints between participants can be defined in a similar way.

As presented in Fig. 4.1, the workflow of DRESS is as follows [55]:

1. DRESS starts with a quality scoring of each subspace of cardinality

one. Initially, these subspaces constitute the candidate set of sub-

spaces. The subspace quality is scored by considering the distance

between must-link and not-link constrained participants in the re-

spective subspace as well as the proportion of satisfied constraints to

all constraints. For the respective subspace, a must-link constraint is

satisfied if both constrained participants lie within the same cluster
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and a not-link constraint is satisfied if both participants are mem-

bers of different clusters.

2. DRESS iteratively picks the best-scored subspace Scan and merges it

with all remaining subspaces in the candidate set. To reduce com-

plexity, the resulting subspaces are filtered by a reduced quality cri-

terion (faster to compute than the full quality), i.e. if the calculated

quality part is lower than for the original subspaces, the merged sub-

space is not further considered. For all subspaces that satisfy the

filter criterion, the full quality is calculated, which involves a density-

based clustering with DBSCAN [56] where parameters are automati-

cally determined [57]. As soon as the quality of a subspace exceeds

the highest yet observed quality qbest , DRESS retains it as a candi-

date subspace for further extension, updates qbest and stores all con-

tained clusters.

3. At the end of an iteration, Scan and all merge candidates that led to

a new qbest are removed from the candidate set. DRESS terminates

when the candidate set is empty and returns a ranking of subspaces

and their associated clusters.

Often, subspace clusters that have a high quality according to an in-

terestingness measure are very similar, e.g. they differ only in one

dimension. To enable the analysis of a representative subset of sub-

space clusters, it is helpful to analyze such relations and show them

graphically, e.g. as a hierarchy visualization [58].

4.2 Related Works in VA

In this section, an overview of the analysis and visualization of high-

dimensional data, e.g., cohort study data, using subspace clustering is

given.

The work of Assent et al. is one of the early works on the visualization of

sub-pace clustering results [59]. They proposed a system for the Visual

Subspace Clustering Analysis called VISA. As shown in Figure 4.2, the re-

sults are shown in two levels, globally and in detail. In the global view

(Fig. 4.2(a)) the subspace clusters are visualized as circles, whereby mul-

tidimensional scaling (MDS) the distance between circles represents the
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Figure 4.2: VISA framework provides visualization of subspace clusters [59]. The
left side panel shows an overview of the subspace clustering result w.r.t. overlaps
between cluster features and members. The right side panel shows a detailed
view of subspace clusters using heatmaps.

similarity between clusters w.r.t. the overlapped features and members

of clusters. In the global view, the size of each cluster is encoded as the

size of the circle, while the color-coding is representative of the number

of involved features for each cluster. Another view shows more detailed

information on the quantities of each cluster (Fig. 4.2(b)) by a matrix-like

visualization of clusters, where the colors stand for the values of the in-

volved features. Although the visualization gives insight to the user on the

results of subspace clustering, it is not a scalable solution because clus-

ters will be overlapped in the global view. Moreover, because the size of

clusters is represented as the size of the circle, the big clusters will hamper

other adjacent clusters.

In the same year, Achtert et al. introduced a subspace clustering algorithm

called DiSH to find the hierarchy of subspace clusters [58]. The algorithm

finds clusters with different numbers of features, members, and shapes.

The simple tree visualizations show the relationship between the hierar-
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Figure 4.3: ClustNail system gives insight to the analyst on the subspace cluster-
ing [60]. The top row shows the clusters where the radius of the circle represents
the size of the clusters, while the spikes give information on involved features of
the corresponding subspace cluster. The bottom row shows the information on
the values of features by heatmaps.

chy of subspace clusters. Later, Tatu et al. presented a system called Clust-

Nail for the visualization of subspace clusters [60]. ClustNail uses a combi-

nation of techniques and new visualizations to show the results. The over-

all similarity of the subspace cluster is performed by an ordering function.

Like the previous work, as presented in Fig. 4.3 the clustNail shows clusters

by circles along with spikes which are representative of the involved fea-

tures. A fixed position is given to each feature in each cluster. The length

of spikes represents the importance of the corresponding feature regard-

ing its variance; high variance features get a larger length. The heatmaps

present the detailed information of each individual cluster.

Hund et al. presented SubVis as a multiple coordinated views system to ex-

plore and analyze the results of subspace clustering on large-scale medical

data [61]. A global overview panel displays the similarity of clusters using

the MDS technique. In addition to the presentation of the features in pre-
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Figure 4.4: The overall workflow of the system proposed by [63] using Exploratory
Data Mining for Subgroup Cohort Discoveries and Prioritization. The workflow
consists of three parts: data mapping, deep exploratory mining and distributed
computing.

vious works, SubVis shows some statistical information of each cluster by

conventional visualizations such as scatter plots and bar charts.

Recently, [62] proposed a system to support functionalities for data pre-

possessing of small electronic health records of patients, i.e. data cleaning

and transformation by removing features with distributions which may

cause problems for further investigations and also handling missing en-

tries. Then, their system provides analysis on a cleaned dataset for explo-

ration and cohort discovery. It enables the expert to compare sub-cohorts

from different statistical levels.

Liu et al. [63] presented an exploratory data mining for sub-cohort discov-

ery. The overall workflow of their technique consists of three steps (see

Fig. 4.4). The first step is data mapping, where the expert user maps the

raw data to meaningful and formatted data. Secondly, the formatted data

is fed to the proposed exploratory mining process and discriminated sub-

groups and their feature patterns are identified. Thirdly, the discovered

sub-cohorts will be evaluated and ranked based on some defined con-

straints.

4.3 Data for Analysis

In this chapter, the Study of Health in Pomerania (SHiP) is used for anal-

ysis [64]. The same as other sources of epidemiological data, the infor-
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mation is acquired via interviews of participants and gaining information

on sociodemographics, lifestyle, and medicament. Moreover, some in-

formation is collected based on physical examinations, for example, BMI

and blood pressure status, while some information is based on laboratory

examinations, e.g. diabetes status and information on liver functionali-

ties. Additionally, some information is extracted from the medical images.

Combing all these features leads to a heterogeneous (categorical and nu-

meric features), high-dimensional dataset [65].

As shown in Fig. 4.5, the SHiP study is carried out in Western Pomerania.

The whole study consists of two independent sets of data. The first collec-

tion of the first dataset started from 1997 to 2001, i.e. SHiP-0. The second

wave of SHiP-1 was from 2002 to 2006, and the third wave was between

years 2008 and 2012. The first study was accomplished by SHiP-3 between

2008 and 2012. The main aims of the study were frequent diseases like

fatty liver, breast cancer, and back pain. As explained in the previous chap-

ter, the study was initially started with 4308 participants, while within each

next wave of study the number of participants reduced dramatically. Thus,

a new study started in the same region with new participants, called SHiP-

TREND.

In this work, fatty liver disease was targeted. Information on the status of

the liver was extracted and annotated by biomedical experts. The partici-

pants having more than 10% of saturated fatty on their liver are considered

as positive for fatty liver. In this work, SHiP-2 data was used for the analy-

sis, while SHiP-TREND-0 data was used for validation purposes.

In the data sample for the analysis, SHiP-2 participants were significantly

older than TREND-0 participants, the proportion of women was higher

and the distribution of the outcome (fatty liver status) differs slightly. To

receive reliable quality estimates when validating one cohort’s findings on

another, a nearest neighbor propensity score matching [66] on age, sex,

and the outcome was applied. After matching, each 694 of the SHiP-2 and

TREND-0 participants remain, with an age of 55.5± 12.6 years, 46.5 % men,

and 21.5 % fatty liver positive.
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Figure 4.5: Study of Health in Pomerania region (www.wikipedia.org)

4.4 Subpopulation Discovery in Cross-Sectional Data

This section is mainly based on

• Alemzadeh, S., Niemann, U., Ittermann, T., Völzke, H., Schneider, D.,

Spiliopoulou, M., Bühler, K. & Preim, B. (2020, February). Visual anal-

ysis of missing values in longitudinal cohort study data. In Computer

Graphics Forum (Vol. 39, No. 1, pp. 63-75).

4.4.1 Task Analysis

Generally, the tasks that should be covered by S-ADVIsED consist of:

• Exploration and analysis of discovered subspace clusters are nec-

essary for the user to get insight on each cluster w.r.t. the relation-

ship of involved features and enable the user to compare different

subspace clusters regarding different criteria. It allows the expert to

assess the interestingness of each sub-group of patients.
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• As subspace clusters have arbitrary shapes, there should be func-

tions to enable the expert to transform the subspace clusters to

sub-cohorts by describing them in a rectangular shape. The expert

should be able to trust the results of subspace clusters by validation

of the findings.

The sub-tasks are described as follow:

T1 Involved features: The expert needs to have an overview of the in-

volved features, i.e. number and type in each subspace cluster. Gen-

erally, medical experts are more interested in subspace clusters with

a low number of involved features. The knowledge derived from sub-

space clusters should be transferred to clinical practice and rules, for

example, contribute to the prevention, diagnosis, and treatment of dis-

eases. Additionally, subspace clusters with a low number of involved

features are less prone to overfitting (significant), as they follow the

principle of scientific parsimony.

T2 Cluster Size: Having information matters to the expert to know how

many participants have the same characteristics. In a medium-sized

study like SHiP, each subspace cluster should have at least 5 % of the

members of all study participants to support the evidence of statistical

significance.

T3 In-depth Overview: A clear overview for each subspace cluster should

be provided to give insight to the user on the distribution of involved

and non-involved features. This allows knowing the cluster compact-

ness. It means that participants who belong to one subspace cluster

should be similar to each other with respect to their involved features.

For example, when BMI is an involved feature in one subspace clus-

ter, then it is expected that all individuals have close BMI values, i.e.

between 20 and 24.

T4 Feature and individual overlaps: It is necessary to have a view of the

similarity between clusters w.r.t. their shared features and individuals

in subspace clusters.

T5 Deviation of sub-cohorts vs. whole cohort: Gives information to the

experts to evaluate the interestingness of sub-cohorts by comparing
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them to the whole cohort by knowing how strongly sub-cohorts devi-

ate from the whole population w.rt. a specific target features, e.g. fatty

liver. It helps to identify high-risk sub-cohorts.

T6 Distribution: The user should be able to assess the relationship of in-

volved features and target feature by an overview of the distribution on

the corresponding cluster w.r.t. the involved features.

T7 Variability of features: It might be interesting for experts to investigate

the reason for the incorporation of high variance features in the results

of subspace clustering. Subspace clustering algorithms typically mini-

mize the sparsity of data by ignoring features with higher variance.

T8 Cluster description: Many subspace clustering algorithms are appli-

cable to find clusters with any shape, however, to define them as sub-

cohorts they need to be specified within intervals in the form of hyper-

rectangles. Thus, clusters should transform from arbitrary to the rect-

angular shape.

T9 Validation: The identified sub-cohort as the result of the subspace

clustering should be validated to trust the findings.

4.4.2 S-ADVIsED System

The overall functionalities of S-Advised consists of two parts:

• Exploration of subspace clusters/sub-cohorts

• Cluster description and validation of findings

The following section explains each functions and its components in de-

tail:

Exploration of subspace clusters/sub-cohorts

The S-ADVIsED consists of a fixed global view of all sub-space clusters/sub-

cohorts and a detail view which shows the desired information for the

exploration of:
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Figure 4.6: The S-ADVIsED user interface consists of 5 panels: (a) files for anal-
ysis, (b) plot, (c) validation/ replication panel, (d) global overview of subspace
clustering result, (e) detail view, (f) statistical info of subspace clusters.

• Cluster overview: This fixed view gives an overview of all subspace

clusters and their characteristics. Each cluster is represented as a

donut chart which encoded clusters’ properties (Fig. 4.7). Moreover,

this view represents the distance of clusters (T2, T1 and T4).

Similarity: The similarity of clusters is represented in the global

view in the terms of the overlap of members or features. In this way,

clusters that have more participant overlaps are closer to each other.

To do this, first, the distance between clusters should be calculated,

then according to the similarity matrix, they should be projected in

2D space (T4).

For the first task, to measure the similarity between subspace cluster

SCi and SC j in subspaces Si and S j , the same equation as in the

work of [59] is used.

According to Equation 4.1, the fraction of overlapped features is re-

flected in the first part of the equation, while the second part of the

equation represents the fraction of overlapped participants between

SCi and SC j . The importance of the participant overlaps or feature

overlaps are assigned by giving a weight to the equation by the β

value. The value of β is between 0 and 1, whereas 0.5 depicts partic-

ipant overlaps, and feature overlaps have no priority on each other.

In the same way, if in the projection of clusters the overlap between
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features has a priority to the overlap between participants, a higher

value of more than 0.5 should be assigned to the β. In the global

view, the user can set the value of bet a by a slider.

di stSCi ,SC j =β
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After calculation of the similarity matrix, the clusters are projected in

2D space by multi dimensional scaling (MDS) dimension reduction

[67].

Sectors: The size of the sectors is equal to the size of the feature.

Thus, each sector represents a feature, as the size of the sector de-

picts the variance of the corresponding feature. Thus, a feature with

higher variability has a bigger sector (T7).

Size: The size of a cluster is represented as the size of the corre-

sponding donut chart. Hence, the cluster with the highest number

of individuals has the biggest radius (T2).

Color coding: The colors of sectors represent the categorization of

features. The corresponding sector of an involved feature is colored

by the assigned colors to each category discussed in Chapter 2, while

non-involved features are gray. Thus, the user can assess at a glance

which group of features participated in each cluster (T1).

Interactions: The user is allowed to see the status of a specific fea-

ture by the linking and brushing technique. A selected feature in a

cluster will highlight the corresponding feature in all other clusters

in the global view.

• Plots As presented in Figure 4.6 (e), this view shows the desired infor-

mation for the analysis of the subspace clustering result. The plots

are accessible via a plot panel located on the left side, see Fig. 4.6 (b).

This plot consists of:

Donut heatmap: The donut heatmap provides more detailed infor-

mation on each selected cluster. It has the same characteristics as

the donut plot in the global view, whereas the heatmap shows the

information on the values of each feature. As shown in Fig. 4.8, the
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Figure 4.7: Each subspace cluster is illustrated as a two-ring donut plot. Sectors
are representatives of features and are colored based on the categorization of
the data. The outer ring shows the categories of features. Thus, the analyst gets
insights about which features from which category are (not) involved. The length
of sectors represents the variability of the corresponding features.

outermost ring stands for feature categorizations. The non-involved

features in the selected subspace cluster are on grayscale, while the

involved features are in the color scale of their assigned color. There-

fore, darker colors represent larger values and, in contrast, brighter

colors depict smaller values. The missing values are differentiable as

they are in black.

In fact, each ring in the donut chart represents a participant. Due to

having a lot of members, the detailed information of each patient is

not visually tractable. Thus, S-ADVIsED allows the user to have ac-

cess to the table of individuals’ features by selecting the ring of the

corresponding participant (T3).
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S-ADVISIsED also provides an optional sorting strategy based on the

feature that has the greatest variance. In this way, the participants

who have greater variance will have a bigger radius.

Figure 4.8: Donut heatmap shows detailed information on the values of a selected
subspace cluster. For the involved features, the color range is based on the color
categorization of features, while non-involved features are in grayscale. The
missing values are colored black.

Mosaic Plot: Mosaic plots are embedded to show the relationship be-

tween categorical features, see Fig. 4.9. The user is enabled to make

an on-demand selection of a categorical feature and see its relation

to another selected target feature, e.g. sex and fatty liver (T5).

Scatterplot matrix (SPLOM): A discretized SPLOM with embedded

histograms shows the relationship between the numeric features of

a selected cluster. The discretization is based on a target feature,

e.g. fatty liver, which is distinguishable via colors. For example, in

Fig. 4.12 (b1-b2), blue points are representative of negative fatty liver

participants, whereas the orange ones are participants with positive
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Figure 4.9: Mosaic plot shows the relationship between categorical and a selected
target feature. The proportion of participants regarding diabetes and fatty liver
(a) and the relationship between gender and fatty liver in the oldest subspace
population (b).

fatty liver. The histograms on the main diagonal show the distribu-

tion of each feature (T6).

Stacked error bars: Stacked error bars represent the relationship

between a selected numeric feature, e.g. BMI, and a categorical se-

lected target feature, e.g. fatty liver. As presented in Figure. 4.10, pos-

itive and negative values are normalized to form the average value

of the corresponding cluster. All bars are sorted based on the aver-

age value, while the error lines depict the standard deviation of the

selected feature (T5).

As shown in Figure 4.10, the sub-cohort number 10 with 50 partici-

pants had the highest proportion of positive fatty liver participants.

This sub-cohort has the highest average BMI values, i.e. 34.2±.06, as

the participants mainly suffer from obesity. Moreover, this is the old-

est sub-cohort with 58±9 years old participants. The participants in

sub-cohort number 10 also have the highest thyroid volume (21.7±6),

the highest average amount of glucose (6.3±2.3) and the lowest level

of TSH, which is a hormone that controls the thyroid gland activity.
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Figure 4.10: The stacked error bar shows the mean value of different features
for all subspace clusters. The error line depicts the standard deviations for the
selected feature.

Cluster description and validation of findings

Firstly, subspace clusters should be described as a form of rules. To

achieve this, they need to be defined as intervals within a hyper-rectangular

shape, e.g. a sub-cohort with B M I > 30.5kg /m2 ∧T SH ≤ 1.5mU /l , 52 %

suffer from goiter.

Secondly, based on the discussions with Henry Völzke and Till Ittermann,

epidemiology experts do not easily trust and accept the results achieved

by the data mining techniques, i.e. subspace clustering. Thus, the results

need to be verified somehow.

Usually, one approach to verify the subspace clustering results is replica-

tion. However, it means if we have the results of sub-cohort in dataset/ co-

hort DS A, it is necessary to have access to another independent dataset/
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cohort DSB . Sub-cohort SC A is validated, if it can be reproduced as SCB

in an independent cohort DSB .

S-ADVIsED does the cluster description and validation in one step (T8 and T9).

It allows the expert to simultaneously adjust the shape of the subspace

cluster in specific intervals and checks if the cluster is replicated in an-

other cohort. According to the meeting with Henry Völzke and Till Itter-

mann, several measures should be considered to verify the reproducibility

of sub-cohort SC A and sub-cohortSCB [68]:

• Involved features: SC A and SCB should have the same involved fea-

tures in a subspace-cluster.

• Distribution: Both SC A and SCB should have the same distribution

and variance regarding the involved features and the target feature.

• Sub-cohort size: SC A and SCB should have a relatively close/same

number of participants, e.g. 5% of individuals in each dataset.

• Deviation: SC A and SCB deviate from the global mean (whole co-

hort) in the same way regarding a distinct feature.

To apply cluster description and verify replication of a sub-cohort, S-

ADVIsED proposes the following steps (Sections. 8 and 9):

1. Subspace cluster selection: Activating the replication task (4.6(c))

and selection of SC A subspace cluster from the global view (4.6 (d))

based on interestingness, based on its similarity to the other clusters,

involved features and the number of involved individuals.

2. Visual classification: Multiple sub-cohort candidates can be de-

fined by the user. For each candidate the following steps should be

provided:

a. Concatenating the members of DS A and DSB and visualizing

them in a scatter plot matrix (SPLOM) with embedded histograms

distinguishable by colors. For example, Figure 4.12 shows the

members of DSB in green, while the members of DS A are colored

based on the target feature which is fatty liver (negative as blue

and positive as orange).
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Figure 4.11: The overall steps for sub-cohort discovery and validation of subspace
clustering results.

b. The user is allowed to do the cluster description. To achieve this,

the user can define desired intervals by drawing rectangles within

each pair of features. As presented in Figure 4.12(a1-a3), the link-

ing and brushing technique lets the user see the selected mem-

bers within the rectangle in other pairs of features. Moreover, the

diagonal histogram shows the distribution of each feature.

c. The labels of DSB members are predicted by inheriting the label

of the closest DS A neighbor withing the drawn rectangle, i.e. 1-

nearest neighbor. There is an assumption that it is more likely

that individuals closer to each other have the same label.

3. Sub-cohort selection: In this step, the ROC curve shows the rela-

tionship between the true positive rate (tpr or sensitivity) and the

false positive rate (fpr or 1-specificity) of the candidate sub-cohorts.

Then, the expert can pick one of the candidate sub-cohorts based

on the tpr and fpr values. For example, if the expert is interested in

a sub-cohort with more fatty liver members, (s)he may pick up the

sub-cohort from the ROC plot with higher tpr and lower fpr values

(Fig. 4.13).

4. Integration: In the last step, the SC A (derived from the results of sub-

space clustering) and SCB (derived from the replication process) are

shown in the global view for further assessments described in Sec-

tion 4.4.2 using the exploration features of the system Section 4.4.2.

4.5 Subpopulation Discovery in Longitudinal Data

To analyze the sub-cohort in longitudinal data, we designed mock-ups to

find the sub-cohort in different waves of study using bi-clustering tech-

niques and investigating the sub-cohorts’ transitions during the time.
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Figure 4.12: (a1-a3) illustrate the selected intervals. Fig. (b1) is the distribution of
the newly generated subpopulation labeled T-1. Fig. (b2) illustrates the scatter
matrix of the S2-1 subpopulation which is transformed to the new intervals.

4.5.1 Task analysis

The tasks consists of four functionalities, see Fig. 4.14:

1. Identifying sub-cohorts: The first step is to identify sub-cohorts. To

achieve this, we intend to apply bi-clustering in one selected wave

of the study. It finds a subset of features and participants who are

highly correlated to each other.

2. Inspection of sub-cohorts: Then the identified sub-cohorts should

be analyzed. The comparison could be related to the correlation be-

tween involved features and also the change of correlation between

features should be observed during different time points.

The distribution of involved features should be visualized to give ex-

pert insight into the results. Additionally, the analyst should see the

transition of sub-cohorts over time. It helps to understand whether

a cluster is changed.
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Figure 4.13: Each point in the ROC curve depicts the TPR and FPR ratio for the
selected rectangle. Each point corresponds to a drawn rectangle in Fig. 4.12
(a1-a3).

4.5.2 Mock-ups

Figures 4.15-4.17 shows the mock-ups of different views of the intended

system. In the first step, the user shall select a specific time point of the

study from the left-side menu as starting point and as input to the bi-

clustering algorithm. Then, the type of bi-clustering algorithm shall be se-

lected. It is supposed to apply column-based bi-clustering algorithms [69].

Then, start the discovery of finding bi-clusters.

As presented in Fig 4.15, the SHiP-1 dataset was selected as a starting point

and the Gabi algorithm was selected as a bi-clustering method [69]. The

features are categorized the same as the S-ADVIsED and a specific color

is assigned to each category. The list of sub-cohorts is sorted based on a

ranking criterion such as the number of positive participants for the out-

come feature. The discovered bi-clusters are listed in the top panel. Each

bi-cluster is presented as a packed circle plot, as each inner circle is related

and to an involved feature and colored based on the category of features.

Each involved feature is ranked based on the R2 value encoded as the size

of the circle. Thus, the size of each feature (the inner circle) illustrates how
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Figure 4.14: Workflow of the prototyping of the intended system for sub-cohort
discovery in longitudinal cohort studies.

it is associated with the target feature. To calculate R2 values, the regres-

sion of all involved features is calculated w.r.t. the target features such as

the fatty liver. The R2 shows how each feature influences the target feature.

In the next step, the user can select one of the bi-clusters from the top

panel and observe how the correlation of features regarding the target fea-

ture is changed during different time points. For example, in Fig. 4.15

the user selected a bi-cluster with four involved features consisting of age,

smoking, cholesterol, and creatinine status. The R2 tab of the bottom

panel shows how the dependency of each feature regarding the target fea-

ture is changed.

Next, as shown in Fig. 4.16, to check the transition of sub-cohorts (bi-

clusters) over time, the involved participants are visualized in 2D space

by a dimensionality reduction technique like MDS. The participants are

shape-coded w.r.t. the target feature, e.g. the circle represents positive

and rectangle shows negative participants. By using the timeline located

at the bottom of the 2D projection plot the user can see how the clusters

evolve during the time or change the class for the target feature.

Next, for further analysis of the bi-cluster by switching to the distribution

tab the user can see the distribution of the involved feature for the selected

bi-cluster in a SPLOM. The user is allowed to see how the distribution of
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involved features is changing in different time points by applying the time-

line located at the bottom part of the panel.

Figure 4.15: The prototype consists of two main panels. The top panel shows the
identified bi-clusters (e.g. SHiP-1) in the form of packed circles. From the bottom
panel, the analyst is allowed to analyzed a selected bi-cluster in different time
points. The R2 tab shows the involved ranked features (based on R2 values w.r.t.
the target feature) of the involved bi-clusters in different waves of the study.

4.6 Summary and Conclusion

In this chapter, S-ADVIsED as a system for sub-cohort discovery on epi-

demiological data is described. The requirements were have collected

based on on-site visits at the Epidemiology Department of the Medical

University Greifswald. Then S-ADVIsED as a web-based system was de-

signed to enable the expert users to explore, extract and validate the sub-

cohorts from the clustering result.

The focus of S-ADVIsED is on cross-sectional data. Thus, the mock-ups

of a new system are described in this chapter for the analysis of longitu-
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Figure 4.16: The 2D tab plots the distance between the members of the selected
bi-cluster in the 2D space by a dimensionality reduction technique. The class
of the target feature is distinguishable via the shape of points. The switching
between waves of the study using the timeline shows the transition of a bi-cluster
in previous and next waves.

dinal data. The aim of the system is to compare the different sub-cohorts

identified by the bi-clustering algorithm over time.



88 CHAPTER 4. EPIDEMIOLOGICAL SUB-COHORT DISCOVERY

Figure 4.17: The distribution tab visualizes the distribution of involved features
of a selected bi-cluster using SPLOM. The analyst gets insights into the changing
of the distribution of a sub-cohort in different time points w.t.r. each involved
feature by switching between different time points.
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This chapter is based on

• A Visual Analytics Approach for Patient Stratification and Biomarker

Discovery. Shiva Alemzadeh, Florian Kromp, Bernhard Preim, Sabine

Taschner-Mandl, Katja Bühler. Proc. of Eurographics Workshop on

Visual Computing for Biology and Medicine (EG VCBM), pp. 91-96,

2019.

In modern diagnostics, grouping individual patients into risk groups help

physicians to make better decisions for the treatment of patients of each

group. Precision medicine, personalized treatment, is not a new topic,

since, in many studies like the NCI MATCH trial or the INFORM study [70],

the precise diagnostics that help to find out effective individualized treat-

ment based on molecular abnormalities was already introduced. One of

the main aims of precision medicine is to identify subgroups of patients

that had a better response to a specific treatment in comparison to the av-

erage population. For this purpose, diagnostic and prognostic biomarkers

should be discovered [71].

Nowadays, the traditional histopathological techniques, such as micro-

scopic examination of tissue for identifying a disease, are replaced by the

molecular diagnostics approaches which refer to a set of techniques for an-

alyzing the biological markers in the genome code (i.e. how each person’s

genetic code expresses their genes as proteins), as it offers better accuracy

and sensitivity for biomarker discovery [72]. Understanding the tumor-

specific molecular changes in the genome-wide search, i.e. OMICS, leads

to a better specification of tumorigenesis as well as progression and re-

lapse or treatment failure.

Identifying the groups of tumor types, risk groups and the prediction of

survival asks for information of a DNA-based analysis (genomics) and

gene expression analysis (messenger ribonucleic acid mRNA). Moreover,

involving the clinical and minimal residual disease (MRD) into the anal-

ysis leads to more precise results. MRD refers to the number of cancer

cells in the bone marrow sample which are leftover in the patient during

and after the treatment procedure. A leukemia the patient is considered

in remission when there is no MRD or sign of the disease in the body after

treatment [73].
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Figure 5.1: Neuroblastoma originating from adrenal glands and involving other
parts of the body. The process of mRNA and bone marrow sampling is shown [80].

This approach involving information of patients from multiple sources is

specifically effective for rare cancers [74]. Any type of tumor in any age that

involves a small portion of the population is considered as rare cancer [75].

Surprisingly, rare cancers, unlike their name suggests, are not rare, as an-

nually 541,000 people in Europe are diagnosed with rare cancers, which

stands for 20% of all cancer patients. Unfortunately, due to the unknown

characteristics of rare cancers and the lack of large studies, the five-year

survival rate for these patients is considerably lower than for most of the

common cancers,i.e. 47% vs. 65% [76][77].

In this chapter, the data of neuroblastoma cancer patients as a type of rare

childhood cancer was analyzed. Neuroblastoma is a rare childhood can-

cer with a portion of 7-10% which originates from the adrenal glands (Fig-

ure 5.1). Actually, it is the most common cancer type in infants younger

than one-year-old, which accounts for 15% of all cancer-related deaths in

children [78]. Despite intensive multimodal treatment, the overall survival

of high-risk patients is still below 50% due to therapy refractory or relaps-

ing disease [79].

Currently, to identify high-risk and low-risk groups of relapse or death us-

ing different kinds of data of these patients, cancer research is indepen-

dently using various tools. There is a need for a joint exploration of these

data which leads to the identification of distinct sub-cohorts. Thus, Dis-
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coVA as a visual analytics multiple coordinated views system for patient

stratification and biomarker discovery is introduced to cover this gap.

The main contributions include:

• Design and development of DiscoVA for joint exploration and sub-

cohort discovery using clinical, MRD, and wide-scaled multi-omics

data. The DiscoVA consists of the following components:

– Integrated inspection of patients data from multiple sources

consisting of clinical, MRD, genomic somatic copy number

aberrations (CNA)/(DNA) and mRNA data

– Iterative hierarchical sub-cohort discovery by employing het-

erogeneous data

– Functionalities to compare sub-cohorts

• Evaluating the utility of DiscoVA by carrying out an evaluation with

biomedical experts to validate a hypothesis based on the previous

studies and rating the system by providing a survey form.

5.1 Related Works of VA

Visual analytics using OMICs data, and especially for precision medicine,

is an understudied subject. The main aim of this research is to help to

make decisions for the treatment of patients by considering their unique

information. There are some recent works in this field which are described

in the following.

Marai et al. [81], developed a multiple coordinated view system for the ex-

ploration of heterogeneous neck cancer patients’ data. They introduced a

novel nomogram plot to describe the probability of the patient’s survival

using a K Nearest Neighbor approach. The system consists of several vi-

sualization techniques including Kaplan-Meier estimator, mosaic plots to

describe the cohort characteristics along Kiviat plots to show each individ-

ual’s features. Figure 5.2 shows an overall schema of the system. Although

the system provides an appropriate solution for patients’ exploration in



5.1. RELATED WORKS OF VA 93

Figure 5.2: (a) shows the patients’ features along with the most five similar pa-
tients using Kiviat plots. The color coding represents the patient survival proba-
bility. (b) The introduced nomogram describe depicts variation in treatment. (c)
The Kaplan-Meier plot shows the survival of cohorts over time. (d) Mosaic plot
represents the relationship between sex and tumor stage [81].

precision medicine, there is a lack of using the genome and mRNA data of

patients.

[82] developed a web-based system called Hitwalker2 for analyzing the

patients’ gene profile using a ranking technique for each individual. The

main focus of Hitwalker2 is the genomic data of patients.

[83] developed StratomeX as a cluster browser to explore the correlation

of patient stratification using OMICS data. As shown in Figure. 5.3, it uses

heatmaps, pathway maps along with Kaplan-Meier plots to show the rela-

tionship between the patients’ groups. StratomeX was extended by [84]. In

this work, StratomeX was integrated with an inspection system that allows

the comparison of groups of patients using their heterogeneous clinical,

genomic, and molecular profile data (Figure 5.3).
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Figure 5.3: Extended StratomeX for exploration of patient strafications. The top
view shows the stratifications of patient sets. The bottom view shows the results
of queries by listing the ranked elements [84].

DiscoVA is different from previous works from several perspectives. It al-

lows the joint navigation of heterogeneous data and enables the expert to

make complex nested visual queries on a combination of multi-omics and

clinical data.

5.2 Background and Data

The most common cancers are well characterized at the molecular level.

Nowadays, the main trend is to integrate clinical data with OMICS data
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collected from different tissue sites like primary tumor or metastasis in dif-

ferent time points, i.e. from diagnosis, during chemotherapy, and relapse.

The genetic characteristics of rare cancers that are related to the relapse of

the disease are less known. The reason is that the number of patients is not

enough to pursue studies on these patients. Moreover, their clinical and

biological features are highly heterogeneous. As an example, in adulthood

cancers, common solid tumors are driven by recurrent somatic mutations,

which is less likely in childhood cancers such as neuroblastoma [85].

Metastatic cancer has a high risk of relapse which is mostly due to small

remaining parts that were not destroyed in the initial treatment. Thus, pre-

dicting the chance of relapse/death by identifying risk groups is one of the

focuses of cancer research. Childhood cancers are usually characterized

by:

• CNAs which are segmental chromosomal aberrations resulting in

large-scale gains and losses, i.e. certain genes occur twice and oth-

ers are missing as a result of copying errors.

• gene amplification and smaller intragenic deletions, as well as

translocations.

• genetic alterations as predictive factors for a dismal clinical outcome.

Or they have been found enriched in relapse tumors or metastases,

e.g. MYCN-amplification, the presence of certain segmental chro-

mosomal aberrations, amplification or mutations in the ALK gene,

or the activation of telomere maintenance mechanisms (ATRX dele-

tions, hTERT overexpression). Thus, diagnostic and data exploration

workflow requirements are strongly dependent on the genomic alter-

ations relevant to the tumor type of interest.

• gene expression classifiers are able to discriminate quite robustly

high- from low-risk patients and the integration of clinical and

molecular classifiers can substantially improve the risk stratifica-

tion [86] [87].

0 a change in the DNA sequence of a somatic cell that refers to any biological cell which forms the
body of an organism
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As more than 95% of neuroblastoma patients with high-risk metastatic dis-

ease present with tumor cells infiltrating the bone marrow, the highly sen-

sitive detection of these tumor cells by automated immunofluorescence (a

technique to determine the location of an antigen/ antibody) imaging ap-

proach is currently state of the art to evaluate whether patients respond to

treatment, and to monitor disease (MRD) in current neuroblastoma clini-

cal trials [88]. The dynamics of bone marrow clearance are currently used

to identify patients responding to treatment at an early time point in on-

going studies.

In this work, data from the high-risk group of neuroblastoma patients

from the Children’s Cancer Research Institute in Austria was used. Sabine

Taschner-Mandle, Florian Kromp, and Fikret Rifatbecovic provided the

neuroblastoma patients’ data for the analysis. The data consists of infor-

mation from four different sources:

1. Minimal Residual Disease (MRD) data: In this study, MRD stands

for the number of cancer cells in bone marrow samples [89]. It might

be a prognosis marker for the prediction of relapse and a measure to

show the effectiveness of the therapy for an individual patient. The

MRD data of bone marrow samples were evaluated for 559 patients

by automated immunofluorescence microscopy plus FISH (AIPF) on

cytospin preparations at 8-time points of the disease course.

2. Clinical data: The clinical data consists of features such as blood and

sample values, metastasis, life and relapse status, and other features

that may be correlated with disease relapse/prognosis. The clinical

information in this study consists of 62 features of 559 patients.

3. DNA copy number aberration (CNAs) data: CNA data shows the ge-

nomic interval abnormalities, i.e. gained and lost regions that were

determined semi-automatically, and due to over-segmentation they

were later manually curated. In this study, the CNA information was

available for 20 patients.

4. mRNA expression data RNA sequencing data have been generated

from primary tumor tissue and bone marrow disseminated tumor

cells and were collected at four different time points. For analysis,

mRNA data were available for 20 patients on 20202 genes.
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5.3 Limitations

Integration, identification, and classification of rare cancer patients’ data

including neuroblastoma using classical data mining techniques is a non-

trivial task due to the following reasons:

• Integration of these heterogeneous data is not always possible due

to the high dimensionality and different structure of data, e.g. differ-

ent scales. For instance, in this research, the clinical data scale and

type are not comparable with DNA and mRNA data which consists

of information of thousands of genes.

• Due to an insufficient number of patients in each group, it is not al-

ways possible to guarantee the statistical significance of the learned

models.

• As for biomedical experts, it is necessary to validate the findings of

data mining techniques, usually, there is a need to use another de-

pendent dataset or a part of the main dataset for validation, but be-

cause of the lack of adequate studies, it is not feasible.

• The dataset of patients is usually sparse and missing data is still an is-

sue in these data, as not all information is available for every patient.

As an example, the RNA and DNA study has only been performed

on a subset of patients, as often data collection is expensive or the

biopsy was not enough for both DNA and mRNA analysis. Most of

the automated or semi-automated methods need the availability of

all or a major part of the data.

• Because of the lack of a visual analytics tool, joint exploration and

sub-cohort discovery using all heterogeneous OMICs and clinical

data of patients is not achievable.

These facts hamper the exclusive application of classical machine learn-

ing methods and/or deep learning for the identification of patient sub-

cohorts. In the absence of sufficiently powered unbiased approaches,

biomedical researchers need convincing evidence for the robustness and

accuracy of their data mining results. In order to close this gap, we propose

to build on expert knowledge in a semi-automated manner.
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5.4 DiscoVA system

The following sections describe the different aspects of the design and im-

plementation of DiscoVA system.

5.4.1 System Design and Task Analysis

Figure 5.4: The overall workflow of DiscoVA consists of (a) the user performing
iterative queries on the different sources of data to identify sub-cohorts. (b) After
identifying the sub-cohorts, the expert is allowed to save the hierarchy of sub-
cohorts in the database. (c) The stored sub-cohorts can be retrieved from the
database for further investigation.

The design decisions of DiscoVA were made in close cooperation with the

data scientists and biology experts from Saint Anna Children’s Hospital.

The system development consisted of three major phases. Several meet-

ings were held within each development phase to optimize the system de-

sign and specifications:

1. System design and analysis of requirements: In the first phase, biol-

ogy experts introduced visualization techniques commonly used in

their field, such as Kaplan-Meier plots, mRNA data cluster heatmap,

or IGV for genomic data analysis. Then, the mock-ups were designed

to show the structure and features of the system to the biology ex-

perts. Moreover, they were helpful to define the strategies for future

development.

2. Implementation of the software: In the second phase of the devel-

opment, the implementation of the system’s components were pri-

oritized based on the current limitations, e.g. availability of the data.
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For example, the clinical and MRD data were available from the be-

ginning of the development. Thus, it was decided to start with the

implementation of the components for clinical and MRD data.

3. Follow-up: In the third phase, the ultimate design and configuration

of all components have been addressed.

According to the design decisions, the system requirements were estab-

lished to allow distinct sub-cohorts to be discovered based on a joint explo-

ration of the multi-omics data along with clinical data. The tasks consist

of:

T1. Joint exploration of heterogeneous patient data.

(a) Clinical and MRD data: Visualization of clinical and MRD data

features should be provided to give insight to the expert about

the distribution and correlation between features. Moreover, the

expert should be allowed to visually select a sub-cohort (group)

of patients based on these features.

(b) Genomic data: The genomic/CNA intervals should be compared

to allow the identification of sub-cohorts with genomics aberra-

tions by exploration and digging into different chromosome in-

tervals. The expert should be enabled to select a set of regions of

interest and make queries by getting the union, intersecting, and

inverting the list of patients in regions of interest.

(c) mRNA expression data: There is a need to show the groups of

samples which share common transcript levels.

T2. Iterative sub-cohort discovery: To allow hypothesis generation, dis-

tinct sub-cohorts should be identified by utilizing various aspects of

the data. The expert should be enabled to interactively make queries

on heterogeneous data, i.e. MRD, clinical, CNA/DNA, and mRNA.

T3. Inspection of individuals: Analysis of features of individual patients

should be provided in order to have a more detailed view on the mem-

bers of the cohort, e.g. analysis of different sample tissues in different

time points for the same patient.
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T4. Comparison of sub-cohorts: The overview of sub-cohorts should be

provided in order to display how similar they are to each other regard-

ing overlapped patients. Moreover, they should be compared regard-

ing the survival rate outcome. It gives the expert insight on whether

the patients of a sub-cohort had a poor prognosis or how successful

they were in the treatment.

5.4.2 Components

As a part of this thesis, the DiscoVA system as an interactive multiple co-

ordinated system was developed to cover the requirements discussed in

Sect. 5.4.1. The whole system consists of four main parts comprising of:

• Overview section

• Clinical and MRD section

• Genome info section

• mRNA info section

The corresponding dataset of each section is loaded at the system startup.

Generally, DiscoVA’s user interface (UI) has been designed to assist biology

experts in investigating and identifying sub-cohorts in a specific section,

e.g. clinical data, and highlighting the sub-cohorts in other sections. Then,

the expert can continue and narrow the query with other types of data, e.g.

mRNA data. In each step, the user is allowed to save sub-cohorts for later

reference in a hierarchical manner. As shown in Figure 5.5, the hierarchy

of sub-cohorts is accessible via the left side menu. The application follows

the color-coding as below.

Color Visualization
Gray Whole cohort
Black Brushed sub-cohort
Red Overlap information
Others Saved sub-cohorts

A unique color is assigned to any sub-cohort, where the child of each sub-

cohort gets a brighter color of its parent sub-cohort. The color of each
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sub-cohort is calculated as Eq. 5.1, where the β value corresponds to the

level of brightness which is between 0 and 1.

R j = mi n(255,Ri + (255∗β))

G j = mi n(255,Gi + (255∗β))

B j = mi n(255,Bi + (255∗β)))

(5.1)

In the following, we describe each section of the DiscoVA system in more

detail.
Overview section

This section gives information on identified sub-cohorts and members of

each sub-cohort (T4).

a. Individuals’ information: This component summarizes individuals of

sub-cohorts including their genomic and clinical information. This

view is provided in three tabs:

• The first tab shows the clinical information of a set of selected fea-

tures for patients of the currently selected sub-cohort in a table

view. Figure 5.7 shows the list of male patients.

• The second tab summarizes the genomic aberrations of the cur-

rent sub-cohort using simplified circos plots introduced in this

work. Thus, the expert can perceive abnormalities in different

chromosome levels of the current sub-cohort at a glance. As

shown in Figure 5.6(1.2a), each circle represents the CNA/DNA

information in a sample. The number of sectors is equal to the

number of chromosomes (i.e. 22 sectors) and the length of the

corresponding chromosome. The circos plots are colored based

on the conventions in biology, i.e. red represents losses and blue

represents gains. If a sample has at least a gain or deletion in a

chromosome the corresponding sector in circos plot gets blue and

red, respectively. In addition, if there are both gain and deletion in-

tervals in a chromosome, it is shown in yellow. The neutral sectors

are gray.

• The third tab shows the detailed information of the selected pa-

tients including the table of clinical information and the list of cir-
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Figure 5.5: The first tab of the global view shows the information on sub-cohorts:
(1.1a) list of involved patients (1.1b) Kaplan-Meier represents the overall survival
of identified sub-cohorts and the whole cohort in the first tab. The second tab
of the Kaplan-Meier plot shows the event-free survival information for the same
(sub-)cohorts. (1.1c) represents the similarities based on the overlapped patients
between sub-cohorts.

cos plots of the selected patients, see Fig. 5.6(1.3a). The expert can

check the genomic abbreviation of a selected patient at all time

points and from different sample tissues.

b. Survival curves: Another view shows the survival rates of identified

sub-cohorts vs whole cohort using Kaplan-Meier plots. Kaplan-Meier

is the most common and useful techniques to represent the ratio of pa-

tients who are still alive or did not experience a relapse (event-free sur-

vival) after a certain amount of time after diagnosis [90]. The Kaplan-

Meier survival curve was proposed by Edward L. Kaplan and Paul Meier

in 1958.

As shown in Figure 5.5(1.1b) , DiscoVA provides the overall survival(OS)/event-

free survival (EFS) information of all sub-cohorts in two tabs. The x-axis

shows the number of months after diagnosis, whereas the y-axis shows

the survival/event-free probabilities. The survival function S(t ) for

each sub-cohort is calculated by:

S(t ) = ∏
t(i )≤t

ni −di

ni
= ∏

t(i )≤t

(
1− di

ni

)
(5.2)
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Where

S(0) = 1

di = sample patients in which the event at the time t(i ) has occurred

ni = sample patients at the time t(i ) at risk

Figure 5.6: (1.2a) The second tab of the overall view represents the list of samples
of involved patients of the current sub-cohort. Thus, the expert can see an
overview of losses and gains of all chromosome sets of involved patients in the
selected sub-cohort. (1.3a) The third tab of the overall view shows the information
of a selected patient.

c. Similarity of sub-cohorts: As shown in Figure 5.5(1.1c), the pairwise

similarity of discovered sub-cohorts based on overlapped patients is

shown using simple connected graphs, where each circle represents

a sub-cohort and the radius size of the circle corresponds to the size

of the sub-cohort (bigger radius, more cluster members). The size of

circles is normalized appropriately. Moreover, to represent the over-

laps, the thickness of the line between nodes (sub-cohorts) represents

the amount of pairwise similarity (thicker line, more shared patients

between the two sub-cohorts). The radius of circles is normalized ap-

propriately to represent the number of involved patients within each

sub-cohort. The closer sub-cohorts share more similar patients. The

cosine similarity technique is used to calculate the pairwise similarity

of sub-cohorts. This technique is popular in text mining to calculate

the similarity of documents. In a work of [91], it is used to calculate the
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similarity between clinical trial cohorts. As represented in Equation 5.3,

it measures the similarity between two non-zero vectors A and B . With

having more similarities between A and B vectors, the cosine similar-

ity value is closer to 1. The cosine similarity matrix is fed to the multi-

dimensional scaling (MDS) [92] technique to map each sub-cohort in

2D space.

Although there are possibilities to show the overlaps in plots, such as

the Venn diagram, by having more sub-cohorts it will be cluttered or not

intuitive to understand. Moreover, by Venn diagram encoding more in-

formation, like the size of the sub-cohort, is not possible. Alternatively,

we model each cohort as a binary vector, with the length of the cohort’s

size, where the involved individuals are equal to 1 and non-involved

ones are equal to zero. Then, we calculate the similarity between co-

horts by cosine similarity, as it is appropriate in this situation and works

well with high-dimensional data.

A ·B = ‖A‖‖B‖cosΘ (5.3)

Clinical and MRD data section

This section provides inspection of clinical and MRD data. Additionally,

the expert is enabled to specify a sub-cohort using linking and brushing.

This section has three subsections (T1aa):

a. MRD data view: MRD data are shown in brushable parallel coordi-

nates (PC), which show for each patient the number of cancer cells in

a bone marrow sample in different phases of treatment. As shown in

Figure 5.7(a), each y-axis represents a time point of treatment. The

hovering of lines gives information on corresponding patients. The ex-

pert is allowed to select a group of patients by brushing at specific time

points in any order.

b. Clinical data view: The same as with MRD data, the clinical informa-

tion is shown in a PC plot. As the number of clinical features is high, i.e.

62 features, the user is enabled to add/remove the intended features

for analysis from a drop-down box located on the left side of the panel.

(Fig. 5.7(c)). Similar to the MRD data panel, the selection of a group
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Figure 5.7: The first tab of clinical & MRD information consists of (a) the parallel
coordinates of MRD data from different data points from the time of diagnosis
until after treatment. (b) Bar charts to show proportions of the whole cohort vs.
the selected sub-cohort of some specified features. (c) The parallel coordinates
of the clinical data.

of patients is possible by brushing the patients at the desired intervals.

Moreover, the tooltips give information about patients by hovering on

the lines.

c. Clinical data statistics: As shown in Figure 5.7(b), the bar charts show

the gender and known risk factors, i.e. features that are associated with

a high risk of relapse or death. These features consist of sex, age at di-

agnosis, and MYCN amplifications). For example, based on previous

studies by [93], patients younger than 18 months at the age of diagno-

sis have a better chance to be cured. Because all the colors are reserved

to present sub-cohort features, in this view the bar charts are distin-

guished by different patterns.

As the user selects a sub-cohort, the proportion-intended bar chart will

be highlighted to show the quantification of selected sub-cohorts.

Genome info section

The genome section consists of CNA/DNA information of patients and is

composed of three sub-sections (T1bb):

a. Integrative Genome Viewer: As presented in Figure 5.9(a), IGV as an

interactive common visualization system for browsing genomic abbre-
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Figure 5.8: The second tab of clinical & MRD data is the overlapped selection,
which enables the user to make queries based on the overlap between selected
identified sub-cohorts.

viations is the main part of the genome section [94]. The embedded

IGV is enhanced for this work and consists of four kinds of informa-

tion, i.e. accumulative, aberrations (segment track), raw data, and gene

tracks. In this enhanced IGV, the cumulative track is implemented to

show the sum of genomics abbreviations in the chromosome interval.

It helps the expert to understand the number of abnormalities in a se-

lected sub-cohort and to identify the regions of interest. The expert can

see the total frequency of deletions or gains as abnormalities in all chro-

mosomes in a view, or zoom in to a specific chromosome.

The next segment track shows genomic abbreviations for each sample

individually. Actually, each row shows the information of a specific sam-

ple, where the same color code as in circos plots is used as a convention,

blue as gain, and red as losses. The color intensity of the segments rep-

resents the copy numbers in those chromosome intervals. As the expert

selects the desired sample (a row), the raw data of the intended sample

will be loaded to the raw data track.

b. Genome query management: This element is linked to the IGV and

allows the user to make queries and select sub-cohorts based on the

genome CNA information. This component is shown in Figure 5.9(b).

To select a sub-cohort based on genome information, the expert uses

the IGV browser and marks the region of interest using the query man-

agement component. For this purpose, based on the interestingness of
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Figure 5.9: The Genomic Information Panel comprises three components. The
IGV (3a) represents the CNA information of all patients’ samples and the raw data
of the selected sample. Component 3b is attached to the IGV and is used for the
management of regions of interest and settings to specify a sub-cohort. The table
of genes (3c) represents the genes within selected locus intervals in IGV.

samples carrying out deletion or gains of copy numbers, the user saves

their list by selecting the intended button (blue button to save gain and

red button to save losses). Then, there are four options to pursue the

query. First, getting the union of samples in regions of interest or make

their intersection. Moreover, it is possible to invert the selection, i.e.

select samples which are not located in the regions of interest.

Additionally, DiscoVA suggests the set of samples which frequently ap-

peared together in the marked regions of interest using the FP-Growth

algorithm [95]. As presented in Figure 5.10 FP-Growth itemsets are

shown in the second tab of the query management panel and the ex-

pert can sort the sets based on the support value, which represents the

frequency of co-appearance of samples, or order samples based on the
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Figure 5.10: DiscoVA uses the FP-Growth algorithm to find the set of samples
which frequently appeared together in the regions of interest.

size of sets. Then, the expert can select the desired sets and filter the

sub-cohort based on the samples in the selected regions.

c. Genes table: Giving information that is located in a region of interest

is helpful for data analysis. The gene table is also linked to the IGV

component and displays the list of genes and their information (vari-

ant ID, gene name, chromosome number, strand, and the start and

end position of the genes ) of the currently selected chromosome inter-

val of IGV. To get more information on the desired gene by selecting it,

the user will be redirected to a page giving details about the gene from

www.genecards.org repository.

mRNA expression data section

This section gives an overview of x top high-variance mRNA expression

data and consists of two sections (T1cc):

a. Heatmap of mRNA clusters: This panel visualizes the agglomerated hi-

erarchical clusters [96] of mRNA data for the top selected genes in an in-

teractive heatmap called clustergrammer [97], see Figure 5.11. The clus-

ters are pre-calculated using the st at package in R statistical tool [98].
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Figure 5.11: The mRNA information consists of two main panels. (4a) The
heatmap represents the clustered mRNA expression data for the top regulated
genes. (4b) The second component shows the similarity between samples for
the genes with highest variance. The distance between samples is calcuated by
three techniques t-SNE, UMAP and PCA. Sub-cohorts can be filtered by brushing
sample data points in this view.

b. 2D projection of mRNA expression data: This panel shows the simi-

larity of mRNA samples by projecting them in 2D space using a dimen-

sionality reduction technique. As shown in Figure 5.11(b), the samples

shown here can be filtered based on the tissue type (main tumor tis-

sue or bone marrow sample) and different time points for the top x

high-variance gene (using the slider). The similarity of samples is pre-

calculated employing the principal component analysis (PCA), t-SNE,

and UMAP using python libraries.

The parameters of t-SNE including the number of iterations and the

perplexity were set considering the total number of patients. We run

t-SNE with 1000 iterations and perplexity was set to 20 as a feature for

the number of the effective nearest neighborhoods regarding the size

of our data.

The number of neighbors in UMAP is set to 15 and the minimum dis-

tance between points to 0.2. Moreover, the list of involved genes is

shown in a list box. The top genes are selected based on their variance

using the slider.

By a lasso brush, the user is allowed to select/filter a sub-cohort having

any arbitrary shape based on mRNA expression data.
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Development

In this section, we describe the technologies and processes used for the

development of the DiscoVA.

• Implementation: The development of DiscoVA is based on a client/server

web interface. The backend server-side was implemented in the

node. j s platform using the JavaScript programming language [99].

The front-end was implemented by React.js and Redux technolo-

gies.

React.js, a JavaScript library developed by Facebook [100] allows

building reusable components. Redux was used for state manage-

ment. As JavaScript by itself is stateless, this technology enables the

interaction between all components of the system.

• Data format and pre-processing: To be able to integrate and com-

pare MRD data, collected at different time points and presenting

highly heterogeneous data ranges, we did a logarithmic normaliza-

tion to avoid data skew and to facilitate the interpretability of the

plots.

The missing values were filled by N A or a negative distinct value. In

addition, an R script [98] was used to transform the manually curated

CNA information (.bed files) of each sample, to a single .seg file, in

order to display genomic intervals and corresponding CNA informa-

tion as separate tracks using the Integrative Genomics Viewer (IGV).

All data files (RNA-, MRD- and clinical data) were provided as .csv

files and were converted to .json files to be compatible with the sys-

tem implementation requirements.

5.5 Evaluation

We evaluate the effectiveness of the system in two stages: first, the biomed-

ical experts made a case study. The case study was base on a publica-

tion [85]. The aim of the case study was to allow the experts to validate

an already confirmed hypothesis and let us know how easily they could

reach it.



5.5. EVALUATION 111

The team of biomedical experts was including three biologists (Fikret Ri-

fatbegovic, Eva Bozasky, Sabine Taschner-Mandl) and a data scientist (Flo-

rian Kromp). Two participants of the expert team were involved in the

design of the system (Sabine Taschner-Mandl and Florian Kromp). Partici-

pants were trained in a session on how to use the last version of the system.

We made the case study in two separate sessions via screen sharing.

In the second stage, we provided a survey for the experts to rate DiscoVA

w.r.t. three aspects: accuracy, visual analytics, and the interactions and

visualization components.

5.5.1 Case Study

The case study is based on a publication [85]. In this case study, the team

of experts developed strategies to investigate the prognostic relevance,

and biological and clinical characteristics associated, with a particular ge-

netic event that has potential relevance in the given cohort of neuroblas-

toma patients. [85] demonstrate that in bone marrow metastases certain

markers involved in telomere maintenance, e.g. intragenic deletions of

the ATRX gene, are frequently associated with copy number aberrations

in the 1q and the 19q arm at the time point of relapse [85]. In other words,

they found out that 1q- is highly associated with 1q deletion and ATRX

deletion. Moreover, the 19q-1 has an impact on event-free survival, but

only on patients older than 18 months and non-MYCN amplified cases.

In the first part of the evaluation, we show how the user will be able to

explore a single sub-cohort, and then we show how it is used to compare

different identified sub-cohorts.

Thus, to make the hypothesis, the experts start with the IGV of CNAs in-

formation. From the embedded accumulative view they observed high

frequencies in 1q-, 1q+, and 17q+. The experts were interested to get into

detail with 1q- patients. Therefore, to zoom-in, they selected chromosome

1 from the IGV. They noticed that mainly samples with 1q- are located in

the terminal q region (end of the second half of chromosome one). Thus,

they selected the terminal interval of q region and from the genome query

1 The first half of a chromosome is called p, and the second half is called q . Thus, for example,
19q- patients refer to patients who have a sample with at least a deletion (red segments in IGV)
in the second half of their 19 chromosomes.
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panel extracted and filtered the samples with deletion aberrations, see

Fig. 5.9(3b). As a result of this step, all the corresponding samples/ pa-

tients were highlighted in all components.

In the next step, they scrolled up to clinical panel 5.7. It was noticed that

the filtered 1q- CNA samples belong to five patients. The statistical bar

charts showed that all the patients are male and older than 18 months, see

Fig. 5.7(2.1b). Moreover, most of them are patients without MYCN ampli-

fication.

Then, they wanted to check the impact of the selected cohort on event-free

survival curve 5.5(1.1b). Therefore, they referred to the global information

panel. The event-free survival Kaplan Meier showed that the selected 1q-

cohort has a poor event-free survival in comparison with the whole cohort.

Also, the accumulative view of IGV shows with patients with 1q- it is more

prominent than they have also deletions in the 19q chromosome.

As currently, genomics CNA data was available for only a few patients, then

the experts decided to make the same query, but via genomics annotated

data from clinical panel 5.7. Therefore, the saved the sub-cohort and re-

set the query for making a new query to compare patients with 1q- and

without 1q-, i.e. have a deletion in the select half of chromosome 1 versus

not having a segment with deletions in the second half of chromosome1,

respectively.

The experts made a query by selecting the patients with 1q- using the par-

allel coordinates of the clinical panel following by selection of patients

without 1q-, Fig. 5.7(2.1b), and saved the results of sub-cohorts. In ad-

dition, they wanted to compare the identified sub-cohorts with patients

with a deletion in the q region of chromosome 19.

From the results (Fig. 5.5(1.1c)), they quickly determined that the sub-

cohort of patients without 1q- has more members than others. It also

shows obviously that it has no shared member with 1q- and terminal 1q-

sub-cohorts. Next, by looking at the event-free survival Kaplan-Meier plot,

the experts noticed that that the sub-cohorts of 1q- and 19q-, while sub-

cohort of patients without 1q- have a better outcome, see Fig. 5.5(1.1b).

To more precisely evaluate DiscoVA, we asked the experts to fill a question-

naire about their experience using the system. In the following section, we

discuss the results of the survey.
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5.5.2 Survey

The purpose of the survey is to rate the system from the users’ point ac-

cording to measurements introduced in [101, 102] consisting of accuracy,

analytic process, visualization, and interactions. We provided the users

with 14 questions that cover the above measurements. The questions were

designed in a rating style on a scale of 1 to 10 representative for completely

dissatisfied and completely satisfied, respectively.

The first part of the questions measures the satisfaction of the users from

an accuracy point. We listed questions on:

a. How intuitive are corresponding visualizations for each type of data to

how the quantities of the data?

b. How good the layout is arranged, i.e. panels and sections?

c. How do you find the color choices for the visualizations and plots?

d. How appropriate are the visualizations for the type of data?

e. How do you rate the labeling and overall readability of the plots and

data?

f. How do you rate the way that missing data was handles?

All the users rated the accuracy of the system between 8 and 10 which in

descriptive words mean they were almost (completely) satisfied.

The second part of the questions was assessing the analytical process:

a. How do you rate the intuitiveness and clearness of the process flow

(where to start and how to proceed)?

b. How good the system supports you with the analytical reasoning ques-

tions?

c. How the system support you to make queries faster than before?

All users agreed that DiscoVA fully supports the above-mentioned analyti-

cal process.

The third set of questions assesses the employed visualization and interac-

tions:
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a. How do you find functionalities of the system to display the desired

data to help you explore the data, i.e. is it enough for the desired tasks?

b. How good and intuitive are views linked together to help you to make

your desired query?

c. How consistent is the system?

d. How easy you learn and remember to use the system?

e. How familiar are you with the employed visualizations?

The result shows that the users feel comfortable using and interact with

the system.

In general, the expert team was satisfied with DiscoVA. They believe that

it makes the exploration of the data much faster than usual and indepen-

dent of bioinformaticians. By using DiscoVA they can inspect the data in

an integrative manner which was impossible before. However, they had

suggestions to improve the clusters of mRNA data. It is ideal if the user

could set of top genes for the clustering of mRNA data by selecting a chro-

mosome interval from the IGV plot. However, to achieve this an online

clustering should be provided which might be computationally intensive.

5.6 Summary and Conclusion

In this chapter, we described the developed system, DiscoVA, as a coordi-

nated multiple view system for visual queries and the exploration of multi-

omics datasets. The main aim of DiscoVA is to identify potential new prog-

nostic biomarkers (features) and to build new hypotheses. DiscoVA allows

the joint exploration of patient-related, clinical, transcriptomic, and ge-

nomic data of patient cohorts with cancer. We used the data of neuroblas-

toma patients as a rare pediatric cancer. Distinct sub-cohorts can be iden-

tified by brushing multiple linked datasets visualized in separate compo-

nents. Parallel coordinates were employed to visualize clinical and other

patient-related data. Sub-cohorts can be defined based on all views avail-

able. By using simple circos plots, genomic information of patient samples

is summarized comprehensively.



5.6. SUMMARY AND CONCLUSION 115

Moreover, the IGV explorer was integrated and enhanced to summarize ge-

nomic copy number aberrations of a patient cohort and to select regions of

interest to create new sub-cohorts. mRNA expression data was projected

on a 2-dimensional space by applying the three-dimensionality reduction

techniques PCA, t-SNE, and UMAP. The heatmap shows the hierarchy clus-

ters of mRNA data for the selected top genes. The Kaplan-Meier plot shows

event-free survival time and overall survival prediction for the saved sub-

cohorts vs. the whole cohort. Visual analytics functions were applied to

enable hierarchical sub-cohort management.

To evaluate DiscoVA, the system was used by biologists of Saint Anna Chil-

dren’s Hospital in Vienna, Austria. The biologists’ feedback was gener-

ally very good. DiscoVA was considered to satisfy all requirements de-

fined initially. Additional adaptations will be carried out to improve the

design and allow a simultaneous view of all components. By implement-

ing an unsupervised approach to identify discrete sub-cohorts, hidden re-

lations within the dataset could be revealed. This is currently hampered by

the limited number of samples/analyses available but will be possible in

the future by constantly increasing the dataset. The existing components

should be further improved by adding confidence intervals to the Kaplan-

Meier plots.
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In this thesis, we investigated two types of data: epidemiological data and

multi-omics data. The main aim of epidemiological studies is to reveal de-

terminants of diseases beyond a specific population. Although the main

purpose of epidemiology analysis is to define the risk factors of a specific

disease, the data are collected from participants without considering if

they have the disease or not.

In the multi-omics or integrative omics analysis, the data are carried out

from multiple sources like mRNA and genome. The multi-omics data

is usually from patients with a specific disease, e.g. cancer. Combining

omics data from different sources enables biologists to inspect complex

biological features and reveal the correlation between different omics

features. The multi-omics analysis has a strong role in precision or indi-

vidualized medicine and biomarker discovery (markers for diagnosis of

specific diseases, e.g. cancer).

In Chapter 2, the history, terms, and the data mining technique for anal-

ysis of epidemiological studies is provided. First, an overview is given to

introduce the people who had an important role in the evolution of epi-

demiological studies. Then, the type of data in such studies is described

following the review of the source of the data. Generally, the data can be

collected at a single point (cross-sectional) or at multiple points to observe

the changes in the characteristics of the same participants.

Subsequently, the important data mining techniques (mostly the methods

that are used in this thesis) can be used for the analysis of the large-scale

and heterogeneous data, i.e. epidemiological and multi-omics data con-

sisting of classification, clustering, dimension reduction, association rules,

and feature selection are explained.

6.1 Visual Analytics of Missing Values

In Chapter 3, a description of data quality issues is given. The main fo-

cus of this chapter is on the missing values in epidemiological longitudi-

nal studies, especially when there is a dependency for the missing values.

Then, VIVID as a system for exploration and handling of missing values is

introduced [42]. VIVID suggests multiple imputation for filling the missing

values.
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To evaluate VIVID in the terms of accuracy and time, we created a dummy

dataset with MAR dependency for missing values. The result showed that

the VIVID system can help to reduce the complexity of imputation by giv-

ing suggestions to the user, which do not affect the accuracy of imputa-

tions.

There are still suggestions to turn VIVID into a comprehensive framework

for analysis and handling of missing data. Although the embedded visual-

ization components in VIVID help expert users to interpret the missing val-

ues, there is still a need to boost them in terms of scalability by employing

more interactions or zoom functions (e.g. the circular graph). Currently,

VIVID can check the plausibility of each predicted future separately, while

it can be helpful to check and compare the distribution of multiple fea-

tures at the same time after the prediction process. VIVID considers that

the type of missing values is MAR or MCAR, while MNAR is also a common

case in epidemiological data. By the availability of additional external data

and by the use of multiple imputation MNAR can also be handled. Addi-

tionally, to make suggestions for building the predictor matrix, VIVID only

calculates the linear correlation between features, while involving the non-

linear relationships would be also an advantage. Furthermore, VIVID can

be generalized in other fields like economy and politics by making an ap-

propriate grouping of features (as most of the visualization components

are color-coded based on the taxonomy of features).

6.2 Cross-Sectional & Longitudinal Epidemiological Data

Chapter 4 focuses on sub-population discovery in epidemiological data,

mainly based on [103]. To tackle the issues with global clustering, we used

subspace clustering to find clusters among cross-sectional epidemiologi-

cal data. Then, we present S-ADVIsED as a prototype system for the explo-

ration of the result of subspace clustering. As a result of subspace cluster-

ing needs to be transformed in a rectangular shape as well as validated, S-

ADVIsED suggests a visual cluster description and classification technique

to validate the results using another independent population.

DRESS subspace clustering that we used is a density-based clustering that

finds clusters in arbitrary shapes. Furthermore, S-ADVIsED is only based

on the analysis of the cross-sectional data. Thus as future work, mock-
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ups were provided to find groups of people in longitudinal epidemiologi-

cal data using biclustering. It allows the analyst to explore the results of

biclustering by following each cluster transition over time.

6.3 Visual Queries on Multi-Omics Data

In Chapter 5, DiscoVA as a web-based system for exploration and finding

discriminate sub-cohorts of patients is presented. DiscoVA was specially

designed and developed to identify biomarkers in cancer patients, espe-

cially neuroblastoma as rare cancer in childhood. The preliminary version

of DiscoVA is published in [104]. The main advantage of DiscoVA is to

let the analyst find sub-cohorts using different kinds of clinical and multi-

omics data in an integrative and explorative approach. We have evaluated

DiscoVA by making a case study and survey questionnaire. Overall, the ex-

pert team was satisfied with the usability of it and agreed that it makes all

their analytical process much faster.

Besides all benefits of DiscoVA, its functionality can be improved by ac-

complishing the tasks from an explorative approach to a supervised ap-

proach. In the future, by the availability of more data, supervised ap-

proaches like Patient Similarity Networks (PSN) can be employed for au-

tomatic integration and consequently classification of different sources of

the data. Moreover, the visualizations and interactions can be improved

to ease the usage of DiscoVA, e.g. flexible arrangement and expansion of

panels and adding confidence intervals to survival curves.
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