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Abstract

In recent years, the world has increasingly relied on mathematical models to
predict the spread of COVID-19. This information is crucial for healthcare profes-
sionals in preparing to ensure that necessary care is available to patients when
needed, for policymakers in making vital decisions and implementing policies
to mitigate the spread of the disease, and for individuals in making important
choices regarding their personal and professional lives.

These prediction models can be highly intricate, considering numerous variables
and scenarios. It is essential to acknowledge that the results of these models are
inherently uncertain and never completely deterministic. Effectively communi-
cating this uncertainty to users of the predictions is vital to ensure that informed
decisions are made based on this information.

Interpreting complex visualizations is known to be influenced by the visualization
techniques as well as the individual differences of the users. Thus, this thesis con-
ducts a comprehensive user study of how to effectively communicate uncertainty
in time series prediction, such as COVID-19 prediction that are visualized as line
charts. In addition to accurately interpreting uncertainty, this study also aims
to assess whether it fulfils the informational needs of the users and whether the
provided information is sufficient to motivate users to make informed decisions.
If these needs are not adequately addressed, the thesis endeavours to understand
why and explore ways in which they can be better met.

This thesis is a part of ESID, which is an abbreviation for ‘Epidemiological Sce-
narios for Infectious Diseases *, a visual analytics application for epidemiologi-
cal analysis, developed by the Institute for Software Technology at the German
Aerospace Center (DLR).
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Introduction

Line charts are a common means of representing time series prediction,
allowing for the observation of trends, patterns, and irregularities within
continuous data, including the representation of uncertainty. The uncer-
tainty can be difficult to interpret and estimate from its graphical repre-
sentation owing to its complexity. This thesis provides a comprehensive
examination of effectively communicating this omnipresent uncertainty
inherent in time series predictions. This chapter establishes the motiva-
tion for this thesis, lays out its objectives and research questions, presents
its contributions, and introduces the structure that will guide this thesis.

1.1 Motivation

On 31 December 2019, the World Health Organization (WHO) China Coun-
try Office was informed of detected pneumonia cases of unknown causes’.
On 22 January 2020, WHO issued a statement saying that there was ev-
idence of human-to-human transmission of this disease?, since named
COVID-19, and as quickly as 11 March 2020, it was declared as a pan-
demic3. In this time period, research was already under way to ascertain
the disease dynamics and predict its impact with the help of mathematical

modelling, machine learning and information visualization.

The COVID-19 Projections dashboard* by the Institute for Health Metrics
and Evaluation (IHME), an independent research centre within the Uni-
versity of Washington School of Medicine which was launched in March

1 WHO Timeline - COVID-19

2 Mission summary: WHO Field Visit to Wuhan, China 20-21 January 2020

3 WHO Director-General’s opening remarks at the media briefing on COVID-19 - 11 March 2020
4 COVID-19 Projections Dashboard
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2020 is likely the first dashboard to be available that was aimed at provid-
ing forecasts and projections related to the COVID-19 pandemic. The im-
portance of these predictions can be seen clearly as on 7 February 2022,
WHO/Europe and the IHME signed an agreement in continuing their on-
going collaboration in the areas of health estimates, projections and global
health data forecasting®. WHO/Europe stated that since the start of the
COVID-19 pandemic, it has increasingly referenced IHME forecasts in pro-
viding guidance and recommendations to countries in the WHO European
region with respect to containing the pandemic. Simultaneously, there are
concerns over the validity of the predictions and their usefulness to poli-
cymakers. One particular concern is whether the graphical representation
of uncertainty in line charts is effectively conducive to understanding un-
certainty in peak daily death or hospital admission dates, with there be-
ing instances where the uncertainty bounds, and consequently the projec-
tions, are being interpreted incorrectly in both formal and social media
[JEWELL et al. (2020)]. This concern becomes more pronounced knowing
that other national-level COVID-19 dashboard development teams have
reported the task of visualising data in a clear and understandable way to
be challenging, and have left the duty of interpreting the data to the me-
dia and data enthusiasts among the public [BARBAZZA et al. (2022)]. While
these challenges and concerns persist, the dashboards have been an im-
portant tool in making data available to wider and more diverse audiences,
and have consolidated their place in guiding public health action [DAs-
GUPTA and KAPADIA (2022), THORPE and GOUREVITCH (2022)]. Thus, the
aim of this thesis is to fill in some of the blanks of why these challenges ex-
ist and offer potential solutions, in the context of visualizing uncertainty
in time series prediction.

1.2 Objectives

With having knowledge that COVID-19 dashboard development teams
have reported visualising their data to be challenging [BARBAZZA et al.
(2022)] and that visualization authors generally tend to omit uncertainty
from their visualizations due to lack of canonical forms of uncertainty vi-
sualizations and expected difficulty for users in interpreting them [HULL-

5 WHO/Europe and IHME sign agreement cementing collaboration on forecasting of health data
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MAN (2020)], the primary objective of this thesis is to assess whether cur-
rent visualization techniques effectively fulfil users’ information needs for
extracting uncertainty from time series prediction and utilizing it in their
decision-making processes, and to provide insights on how authors of vi-
sualization can utilize this information in enhancing the effectiveness of
their uncertainty visualizations.

Additionally, these visualizations are intended for a broad range of audi-
ences, which underscores the challenges as users are characterized by in-
dividual differences which are aspects such as experiences, background,
personality and cognitive abilities that differentiate an individual from ev-
eryone else. The more complicated a task, the more pronounced the ef-
fects of individual differences appear [ZIEMKIEWICZ et al. (2012)]. While it
might be impossible to study the effects of the current visualization tech-
niques on every combination of the individual differences, it can be valu-
able to study the effects of current visualization techniques on individual
differences that characterize different expected user groups.

Lastly, it is not only important to recognize the relationships between visu-
alizations and individual differences, but also the effects of the character-
istics of the visualizations that affect user perception and problem-solving
ability, such as the effect of visual clutter on cognitive load, of which little
has been done [SACHA et al. (2016)].

1.3 Research questions

With regard to the objectives mentioned in the previous section, the re-
search questions for this thesis are as follows:

R1: Whatis the impact of different visualization techniques on the partic-
ipants’ uncertainty estimation in time series predictions visualized
in line charts?

R2: Is there a discernible correlation between users’ preferences for spe-
cific visualization techniques in meeting their information needs
and the resulting task performance accuracy when employing these
varied visualization techniques?
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R3: Do individual differences shared among target user groups, such
as area of study, frequency of visualization use, the highest degree
achieved or numeracy have an effect on their task performance ac-
curacy?

R4: How do the effects of varying visualization techniques, like clutter
and aesthetics, influence users’ evaluations of task difficulty and
their perceived level of success in task performance? Consequently,
is there a correlation between users’ assessments of task difficulty,
their perceived level of success in task performance, and their actual
task performance accuracy?

1.4 Contribution

The main contributions made by this thesis are as follows:

e Comparison of visualization techniques on uncertainty estima-
tion of COVID-19 predictions in line charts.

* Identification of the need for consistent conceptualizations and
depictions of uncertainty representation in time series predic-
tions.

* Recognition and classification of users informational needs in es-

timating and utilizing uncertainty from epidemiological predic-
tions.

1.5 Structure

The overview of the thesis is described in this section.

* Chapter 2 briefly explains why information visualizations are help-
ful in communicating complex information, why information visu-
alization is challenging to effectively execute, what time series data
and forecasting are, how uncertainty can arise in the forecasting pro-
cess and how it is expressed.



1.5. STRUCTURE 5

¢ Chapter 3 describes ESID, an Epidemiological Visual Analytics Ap-
plication, of which this thesis is a part. It also briefly describes the
forecast model that is behind ESID.

* Chapter 4 covers the related work. It follows a top-down approach,
where review and survey works are described first, in order to under-
stand what approaches exist when studying uncertainty in the con-
text of visualization, as well as commonly used taxonomies. This is
followed by works that study the different factors that affect uncer-
tainty visualizations and, finally, papers that focus on uncertainties
specifically in the context of in time series prediction.

* Chapter 5 describes the objectives, design and results of the prelim-
inary user study. The results of the preliminary study contribute to-
wards the design of the concluding study.

e Chapter 6 describes objectives and design of the concluding user
study. It presents and discusses the results in context of the research
questions.

* Chapter 7 closes the thesis by summarizing the findings and provid-
ing potential directions for future work.






Background

Information Visualization is defined as "the use of computer-supported, in-
teractive, visual representations of abstract data in order to amplify cogni-
tion" by CARD et al. (1999). GERSHON et al. (1998) explain that there is a
lack of natural physical representations for many classes of information
that may arise in fast streams or in large volumes, and that is what differ-
entiates Information Visualization from Scientific Visualization.

CARD et al. (1999) suggest that Information Visualization aids cognition
by:

* Increased Resources
- Human gaze combines high spatial resolution and wide aper-
ture for sensing visual environments.

- Visualizations enable parallel processing of certain attributes,
unlike text.

- Symbolic cognitive inferences can be simplified into perceptual
operations.

- Visualizations expand working memory.
- They store large amounts of information in an easily accessible
form.
* Reduced Search
- Visualizations group related information, reducing the need for
extensive searches.

- They can represent a significant amount of data in a compact
space.



8 CHAPTER 2. BACKGROUND

- Grouping data in visualizations can eliminate the need for sym-
bolic labels.

* Enhanced Recognition of Patterns

- Recognizing information within visualizations is easier than re-
calling it from memory.

- Visualizations simplify and organize information, providing
higher cognitive centres with abstracted forms through selec-
tive omission.

- Organizing data structurally, such as by time, enhances pattern
recognition.

* Perceptual Inference

- Visualizations support numerous perceptual inferences that
are effortless for humans.

- They enable complex, specialized graphical computations.

- Visualizations allow for the monitoring of multiple potential
events if displayed in a way that distinguishes them by appear-
ance or motion.

* Manipulation Medium

- Unlike static diagrams, visualizations permit exploration of a
parameter space and enhance user interactions.

Challenges

Information Visualization is a very important tool in conveying large and
complex information in a manner that is intuitive and deliberate. How-
ever, given its nature and extensive applications, it is not without its chal-
lenges. GERSHON et al. (1998) explain the key research problems are iden-
tifying visual metaphors which accurately represent this information and
understanding what analytical tasks they support. The authors elaborate
that unlike Scientific Visualizations that are intended for trained experts,
Information Visualization is often intended for the utilization of a broad
range of users, whose specific needs and specific problems may differ. Vi-
sualizations are not a stand-alone entity, and therefore, it is fundamentally
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necessary to understand what may be a complex system that the visualiza-
tion is a part of. When specific needs of users are fully understood, knowl-
edge of how users interact with information, how visualizations are per-
ceived and how this perceived information is utilized in solving problems
can still pose challenges. Uncertainty associated with the information can
be a significant part of this, as it introduces an additional layer of complex-
ity that requires careful consideration. Uncertainty can lead to an increase
in the cognitive load for users. A visualization author may also expect un-
certainty to provoke psychological anxiety in users [HULLMAN (2020)].

Communicating uncertainty through visualization uses the same basic
principles as most other information visualizations, by encoding data
using visual cues, but in order to do so effectively, it is necessary to under-
stand the nature of the data and its source. Accordingly, the remainder of
this chapter will outline the fundamental aspects required to achieve this
understanding.

2.1 Time series data

Time series data refers to data that is obtained across a time period. Gener-
ally, the time period will consist of sequential timestamps that are evenly
spaced by any chosen unit of time. One may think of the timestamps as
indices for the dataset. The data that is indexed by timestamps may be
continuous or discrete. An example of this is the COVID-19 dataset from
the Robert Koch Institute (RKI) in Germany, shown in Table 2.1.

The dataset shows the following variables:

* Population (Bevoelkerung) - Number of residents in the reference
group, data from the population statistics of the Federal Statistical
Office (Bevdlkerungsstatistik des Statistischen Bundesamtes) as of De-
cember 31, 2021

* Cases_total (Faelle_gesamt) - COVID-19 cases since data collection
began

* Cases_new (Faelle_neu) - Number of cases that are published for the
first time in the reporting of the RKI
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Table 2.1: Example of COVID-19 dataset. [ROBERT KOCH-INSTITUT (2023)]

Meldedatum Bundesland Altersgruppe Bevoelkerung  Faelle  Faelle Faelle Inzidenz

_id _gesamt _neu _7-Tage _7-Tage
2020-01-03 01 00-04 130181 0 0 0 0
2020-01-03 01 00+ 2922005 0 0 0 0
2020-01-03 01 05-14 264345 0 0 0 0
2020-01-03 01 15-34 628290 0 0 0 0
2020-01-03 01 35-59 1001480 0 0 0 0
2020-01-03 01 60-79 666851 0 0 0 0
2020-01-03 01 80+ 230858 0 0 0 0
2020-01-03 02 00-04 98074 0 0 0 0
2020-01-03 02 00+ 1853935 0 0 0 0
2020-01-03 02 05-14 170331 0 0 0 0
2020-01-03 02 15-34 491372 0 0 0 0

* Cases_7 (Faelle_7.Tage) - Number of COVID-19 cases reported within
the last seven days

* Incidents_7_days (Inzidenz_7.Tage) - COVID-19 cases reported within
the last seven days per 100,000 inhabitants

is measured for various age groups (Altersgruppe) across different times-
tamps (Meldedatum). The dataset is available to the public on Github
[ROBERT KOCH-INSTITUT (2023)]. It should be noted, that as with most
datasets, time series datasets too may sometimes be incomplete.

2.2 Sources of uncertainty

Uncertainty can arise at many stages, be it data collection, pre-processing,
modelling and visualizing. The uncertainties aggregate and are carried for-
ward to the end. This is well described by D. Sacha et al. in Figure 2.1. This
figure has been edited to show only the desired data pertaining to sources
of uncertainty. This rest of this section describes how the uncertainty can
arise.
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Figure 2.1: Sources of uncertainty. [SACHA et al. (2016), edited]

Data source

Depending on how the data is collected, uncertainties can arise in many
ways. Data can be authoritative or non-authoritative. Non-authoritative
datais collected from voluntary sources which do not adhere to strict stan-
dards or gate-keeping, they may consist of inaccuracies and high uncer-
tainties. Alternatively, authoritative data can also incur uncertainties due
to incorrect measurements, human errors or incomplete data [SACHA et al.
(2016)]. In the real world, it can be a combination of both. Consider the in-
stance of COVID-19 cases: those experiencing symptoms or having been
in proximity to infected individuals are obligated to get tested at local test
centres, or test at home and report it to local health authorities. However,
individuals might not comply with this obligation due to unawareness re-
garding their potential exposure to other individuals carrying infections,
or unawareness of their own infection due to the absence of known symp-
toms of the disease. Additionally, personal reservations or other social fac-
tors might also stop individuals from being tested. Moreover, in the event
of universal testing compliance, the potential for errors can stem from fac-
tors such as testing kit inaccuracies and human errors, among others.



12 CHAPTER 2. BACKGROUND

Data processing

Once collected, data undergoes preprocessing before being moulded into
a desired output. This step addresses missing data, handles incomplete-
ness, and ensures data quality, among other considerations. Filtering out
data that have missing values, or filling in missing values by interpolating
or other estimation techniques, can also result in uncertainties [BONNEAU
etal. (2014)]. Sampling data might be necessary for resource management,
unit conversions may be necessary for homogenizing data from different
sources, bucketizing continuous data might be necessary for modelling
the data, and dimension reduction may be necessary for making the data
more workable, all of which introduce uncertainty into the data.

Model

As all models are essentially approximations, the predictions made by a
model on data that it has not been exposed to during its training always
has a lower accuracy than predictions on data that it has been trained on
[CHATFIELD (2014)]. C. Chatfield states two sources of uncertainty result-
ing from prediction models alongside uncertainty arising from the source
and data itself:

* Model Uncertainty - A true model is very unlikely to exist and even if
it were to exist, its structure and mathematical working is unknown a
priori, which makes it just as unlikely that the model that fits the data
will be selected. Often, analysts will pick a model that provides suit-
able enough approximations for their desired task at hand, resulting
in uncertainty.

* Uncertainty from parameter estimates - Estimating parameters can
be difficult because selecting values that fit the training data can re-
sult in loss of efficiency and increased variability. So when estimat-
ing the parameters of a model, a trade-off has to be made between
bias and variance, along with accounting for noise in the data and
model complexity, introducing more uncertainty different to that of
the model uncertainty.
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Visualization

BONNEAU etal. (2014). highlight the importance of understanding how the
visualization process itself may impact the propagation of uncertainty ow-
ing to several factors including the perceptual and cognitive influences in
understanding uncertainty, or the effects of differences in individual traits
of different users. While a substantial body of research has been dedicated
to the visualization of propagated uncertainties, SACHA et al. (2016) have
highlighted a notable research gap in the assessment of the effects of visu-
alizations such as visual clutter on user perceptions of uncertainty and fur-
ther how this consequentially affects the users’ problem-solving efficacy.

2.3 Expressions of uncertainty: Confidence and credible
intervals

The uncertainty described in the previous section may be collectively ex-
pressed as Confidence or Credible intervals. While both are important sta-
tistical tools in understanding and communicating uncertainty, they differ
in their interpretation and applications. However, the different intervals
carrying different meaning are depicted similarly in visualizations. There-
fore, it is important to understand what the terms mean.

The interpretation of Confidence Intervals seems to be a subject of on-
going debate among researchers. HOEKSTRA et al. (2013) asserts that
researchers misinterpret Confidence Intervals as often as students, even
when students might not have received education on statistical inference.
They do so, based on the responses to a study. The study presents a hypo-
thetical scenario in which a professor conducts an experiment and reports
a 95% CI for the mean that ranges from 0.1 to 0.4. The questions in the
survey were are follows, where the respondents could answer either True
or False to each question:

1. The probability that the true mean is greater than 0 is at least 95%.
2. The probability that the true mean equals 0 is smaller than 5%.

3. The "null hypothesis" that the true mean equals 0 is likely to be in-
correct.
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4. There is a 95% probability that the true mean lies between 0.1 and
0.4.

5. We can be 95% confident that the true mean lies between 0.1 and 0.4.

6. If we were to repeat the experiment over and over, then 95% of the
time the true mean falls between 0.1 and 0.4.

The authors assert that the correct answer to all the questions is false, as
statements 1, 2, 3, and 4 assign probabilities to parameters which are not
allowed within the frequentist statistics and statements 5 and 6 mention
the boundaries of the CI whereas a CI can only be used to evaluate the
procedure and not a specific interval. Bayesian statistics deals with poste-
rior distribution based on prior distribution, whereas frequentist statistics
deals with sample data. The concept of Confidence Intervals can be un-
derstood better considering the explanation by TAN and TAN (2010) with
reference to Figure 2.2. The figure shows the results for a study conducted
twenty times using 20 different samples from the population. Nineteen
out of the twenty 95% Confidence Intervals contain the true population
mean. Nineteen is 95% of the total number of samples, hence the term
95% Confidence Interval. It can be seen that the intervals change over ev-
ery sample, thus exact statements cannot be made about any one interval.
However, MILLER and ULRICH (2016) regard the statement 5 as true and
offer a refutation but acknowledged that the statement is ambiguous due
to the nature of the term “confidence” that is associated with a 95% Confi-
dence Interval.

However, it is not debated that the Confidence Interval provides a range
of values whereas the Credible Interval provides a probability distribution.
Therefore, it is important that we do not represent the two intervals in sim-
ilar ways, leading to further confusion and misinterpretation of what the
intervals mean. Knowing this difference is key in designing visualization
techniques for visualizing uncertainty, as well as assessing a user’s inter-
pretation of the graphical representations of uncertainty.
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Figure 2.2: 95% CI for the population mean for 20 independent samples drawn
from the population. [TAN and TAN (2010)]






ESID: An Epidemiological Visual
Analytics Application

Epidemiological Scenarios for Infectious Diseases, abbreviated as ESID
[GILG et al. (2023)], is a visual analytics application for epidemiological
analysis, developed by the Institute for Software Technology at the Ger-
man Aerospace Center (DLR). While some of the early COVID-19 Public
Health Dashboards might not have undergone a full user-centric design
process, owing to time constraints and the fast changing nature of the
disease, ESID results from a carefully curated user-centric design process
described by BETZ et al. (2023). The application is current deployment
to show COVID-19 simulations resulting from the hybrid graph-equation-
based model briefly described in Section 3.2, however, it is designed to
visualise and analyse the spread of any infectious diseases, resulting from
any model as long as it adheres to predefined data format. The code
for this application is available as open source and can be accessed on
GitHub!. At this juncture, it should be highlighted that ESID is part of a
pilot project, 'Integrated Early Warning System for Local Recognition, Pre-
vention, and Control for Epidemic Outbreaks’, abbreviated as LOKI by the
Helmbholtz Association to assist the German health authorities with a local
control system for monitoring and investigating epidemic outbreaks.

3.1 Acloselook at ESID

ESID is designed with the intention of facilitating analysis and decision-
making by policymakers, healthcare professionals, and the public, based
on real-time and simulated data [BETZ et al. (2023)]. Based on require-

1 ESID GitHub Repository

17
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ments gathered through interviews and analysis of previously existing, ver-
ified, published speeches, and surveys from members of the target groups,
ESID’s user interface has been structured with three key components; A
Choropleth Map, Scenario Cards and a Timeline. The prototype consist-
ing of these three components can be seen in Figure 3.1.

Figure 3.1: ESID visualization tool. [BETZ et al. (2023)]

The three components are fine-tuned to incorporate specific features that
facilitate user requirements.

* The choropleth map assists the user identifying the Geo-spatial dis-
tribution of the pandemic across counties/districts. This is impor-
tant in implementing local containment measures. Counties can be
selected by click on the choropleth map or via the search bar, in or-
der to filter data in the other components.

* The scenario cards facilitate the user in understanding the dynam-
ics of the pandemic with respect to different scenarios. This encom-
passes estimating the impact of specific policies, non-pharmaceutical
interventions, testing strategies, and related measures.

* The timeline component consists of a line chart, which contains
simulated future infectious disease dynamics, based on the filtered
counties and scenario card(s), resulting in support of decision-making
based on foresight of the disease dynamics as well as visual compar-
ison of different scenarios. The uncertainty that accompanies the
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simulated results are shown with coloured half-transparent areas on
the line charts and through tool tips on hover. In their paper, BETZ
et al. (2023), highlight the importance of visualizing uncertainty to
mitigate misinterpretation of data and the potential distrust that
could arise from it among citizens and decision makers. As such,
it is important to use visualization techniques that most effectively
communicate the arisen uncertainty. This thesis is positioned to aid
in the advancement of this goal.

3.2 Simulation model

Compartmental models compartmentalize a population into separate
groups based on their disease status. The compartments may be of classes
M, S, E, I or R. With regard to a certain disease, class M corresponds to
newborn infants that are born with temporary immunity passed on to
them from their mothers, class S refers to individuals who are suscepti-
ble to being infected by the disease, class E is the group exposed to the
disease but have yet to become infectious, class I is the group that are
infectious and class R are the set of individuals who have recovered and
are immune to the disease. The type of disease characterizes the model
compartments and the flow pattern are often used to describe the models,
such as MSEIRS, SEIR, SEIRS, SIR, etc [HETHCOTE (2000)]. KUHN et al.
(2021) define the compartments SECIHURD, which in addition to the pre-
viously mentioned compartments include class C for carrier who carry
the virus and are infectious to others but do not yet show symptoms, class
H for the hospitalized, class U for those in intensive care unit and class
D for the dead. A simplified image of the flow pattern from KUHN et al.
(2021) is shown in Figure 3.2. The figure has been simplified by omitting
information on model equations describing the compartments, as they
are not essential for comprehending the contents of this thesis. Covid-19
affects people of different age groups differently and to account for this,
the model is extended such that each compartment is further character-
ized by an age group. The age groups are described as [0-4, 5-14, 15-34,
35-59, 60-79, 80+], with all numerical values denoting years.

Additionally, SIR-type models homogenize the disease dynamics over the
entire population, and in order to ensure that important characteristics of
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Figure 3.2: Flow pattern between compartments [KUHN et al. (2021), edited]

the spread of the disease such as infection clusters are not lost, the age-
resolved model is assigned to each county. Further, to ensure that cross
county transmissions are not lost, the model utilizes travel information
from the German Federal Employment Agency and Geo-referenced Twit-
ter data, with some assumptions made on the frequency of travel. Each
county is first compartmentalised individually, followed by a commute
simulation between counties resulting in a midday compartmentalization,
further followed by a back-home commute simulation, resulting in the fi-
nal county compartmentalization. A simplified version of the depiction of
the spatial heterogeneity implementation taken from KUHN et al. (2021) is
shown in Figure 3.3. The figure is edited to simplify the image by removing
an alternative scenario and information on the numerical solver to model
equations, as it is not vital to the understanding of this thesis.

It is mentioned in the paper that uncertainty is accounted for with Monte-
Carlo Ensemble runs with a thousand runs for each scenario. The resulting
uncertainty information is in the form of median values and percentiles
obtained from the simulation runs. The figures showing simulation values
representing uncertainty as Simulation Percentiles visualized in the form
of overlapping coloured bands bounded by dotted lines, shown in Figure
3.4.
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Figure 3.3: Spatial heterogeneity implementation. [KUHN et al. (2021), edited]

Figure 3.4: Prediction of infected patients; X-axis: Date, Y-axis: Number of in-
fected patients. [KUHN et al. (2021)]

This simulated values along with uncertainty is presented in the line chart
of the timeline component of ESID. This thesis attempts to ensure that the
uncertainty is presented to the users, allowing them to best estimate this
uncertainty and take it into account in their decision-making.






Related Work

Visualizing uncertainty can be difficult because of its nature; it falls in
the intersection of communicative visualization and cognitive decision-
making. This chapter delves into the related literature that guides this the-
sis.

4.1 Taxonomies in uncertainty visualization

Taxonomies are important to research as they help in categorizing and un-
derstanding complex problems. It helps in identifying previous studies
that focus on similar goals and questions, to aid one’s pursuit in finding an-
swers to their own questions and meeting their own goals. For this reason,
this sections details out taxonomies proposed by uncertainty visualization
authors.

POTTER et al. (2012) state that expressing uncertainty through visualiza-
tions can be particularly challenging owing to the limited number of visual
channels. To bridge this gap, it is important to understand and describe
how uncertainty data is translated in relation to the certain data, so that it
may be expressed visually in a manner that is effective.

POTTER et al. (2012) categorize uncertainty visualizations by two cate-
gories: data dimension and data uncertainty dimension. The data dimen-
sion defines the space occupied by the data of interest, which may or may
not be the same as the data uncertainty dimension, which defines the
space occupied by the uncertainty. Data dimensions can be one of the
following:

¢ 1D: This describes a variable that can take on a single value

23
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 2D: This describes data defined by a joint probability distribution

* 3D: This describes data whose position can be expressed in spatial
volume

e ND: This describes data that is non-spatial, multivariate, and time-
varying. Here, the relationship between the input parameters, which
are multivariate and the output is of interest, but the output can be
modelled to exist in any of the previously mentioned spaces. This is
where our dataset of interest, time series prediction, lies.

Data uncertainty dimensions, on the other hand, can be either scalar, vec-
tor or tensor. They are defined as follows:

e Scalar: This includes uncertainty that can be expressed as a 1D prob-
ability density function. This accurately describes time series predic-
tion, where at each timestamp, uncertainty can be expressed as a
density function.

* Vector: This includes uncertainty that is described by a value as well
as a direction

* Tensor: This includes uncertainty that is high dimensional

In summary, time series prediction is an ND dataset with scalar uncer-
tainty. Farther in the paper, literature on the parameter-space analysis of
ND data with visualization is described which unfortunately does not fit
this thesis, as we are interested in the output space, i.e. the prediction.

As difficult as it may be to describe and express uncertainty visually, it can
be just as difficult to evaluate the efficacy of the visualization. HULLMAN
etal. (2019) present a taxonomy to identify differences between evaluation
methods. This is done at six levels; Behavioural Targets, Expected Effects,
Evaluation Goals, Measures, Elicitation and Analysis. Behavioural Targets
and Expected Effects are grouped together as Research Values and Aims,
and the rest are grouped into Research Design. Each of these levels are
explained below.

* Behavioural Targets: Describes which behaviour outcome from the
user is expected when presented with an uncertainty visualization.
Example: Better performance



4.1. TAXONOMIES IN UNCERTAINTY VISUALIZATION 25

* Expected Effects: Identifies user traits that elicit the desired be-
havioural target. Example: Increased accuracy

» Evaluation Goals: Approach taken in the study to evaluate research
goals. Example: Visualization comparison

¢ measures: Tool to estimate the degree of expected effects. Example.
Probability estimation

e Elicitation: Tool that user interacts with to provide a response. Ex-
ample: Slider

e Analysis: Method of interpreting results. Example: Null hypothesis
significance testing

In addition to expressing and evaluating visualizations, it is important to
take into account the individual traits of a user in addition to the nature
of the data. A comprehensive review provided by LiuU et al. (2020) shows
that an individuals’ trait affects their visualization use. They provide a tax-
onomy based on four dimensions; individuals’ traits, visualization types,
tasks and measures. The dimension of individual traits is categorized as
follows:

¢ Extroversion: Engagement with the world
¢ Neuroticism: Tendency to experience negative emotions

¢ Openness to Experience: Propensity to understand and use infor-
mation

* Agreeableness: The tendency to consider the harmony among a
group of individuals

* Conscientiousness Propensity to exercise discipline

* Locus of Control: Belief in having control of outcome to events
around them

* Need for Cognition Tendency to engage in thinking

» Spatial Ability: Understanding of spatial relations among objects
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Perceptual Speed: Rate of making accurate visual comparisons be-
tween objects

Visual/Spatial Memory: Capacity to remember the visual traits of an
object

Working Memory: Capacity to store information for immediate use

Associative Memory: Ability to remember relationships between un-
related items

The author conclude from the literature survey that, with the exceptions
of conscientiousness and agreeableness, all individual traits are shown to
impact visualization use. Therefore, it is important to account for the vari-
ability among these traits when designing and evaluating visualizations.

Lastly, MCCUAIG et al. (2005) provide a typology to categorize types of un-
certainty, particularly in Geospatial Information that can be extended out-
side to other areas, to aid identification of visual metaphors that are ef-
fective for each type of uncertainty, as well as for a composite uncertainty.
The authors are hopeful in finding visualizations that map each type of
uncertainty into a different visual dimension that will allow analysts to
identify the implications of each type of uncertainty individually as well
as grouped uncertainty.
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Table 4.1: Analytic Uncertainty Typology [MCCUAIG et al. (2005)]

Category

Subcategories

Accuracy/error

Precision

Completeness

Consistency

Lineage

Currency/timing

Credibility

Subjectivity

Interrelatedness

Accuracy of data collection

Data processing errors

Wrong data resulting from malicious intent

Precision of the data collection tools or methods
Incomplete data that result from missing chunks
Incomplete data where certain attribute values maybe
missing

Incomplete sequence

Multiple sources may conflict

Model values and observation values, maybe inconsis-
tency

Translation

Data transformation of collected data
Interpretation of collected data
Temporal gaps

Versioning

Reliability

Proximity

Appropriateness

Motivation (of the source)

Differing analytic judgment with interpretation of uncer-
tainty

Source dependence on derived information
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4.2 Visualizing uncertainty

Related work on uncertainty visualization which is important to this thesis
but does not directly deal with time series data is described here.

A comprehensive classification of visualization techniques that account
for various types of uncertainty information and techniques is presented
by PANG et al. (1997), with five characteristics:

* The datum value which may be a scalar, vector, tensor or multivari-
ate and its associated uncertainty value. For a multivariate variable,
each component may be a scalar, vector or tensor with its own un-
certainty.

* The datum location and associated positional uncertainty, which
may be 0D, 1D 2D, 3D or time.

* Extent of the datum location, that may be either discrete or continu-
ous.

* Extent of the visualization, that may also be either discrete or contin-
uous. This is dependent on the visual primitives used, for example,
points and glyphs are grouped into discrete whereas curves, surfaces,
volumes are grouped into continuous.

* Axes mapping, which describes the mapping of variables or groups
of variables onto different axes. This may be experiential or abstract.
Experiential mapping replicates the viewer’s experience, whereas ab-
stract mapping may result in additional insight and understanding.
Further, they use axes mapping to differentiate information visual-
ization (abstract mapping) and scientific visualization (experiential
mapping).

Predicted COVID-19 cases are scalar, time dependent datum, which when
visualized as line charts, have the extent of visualization as continuous
and abstract axis mapping. Pang et al. developed a variety of new un-
certainty visualization methods and present them according to their clas-
sification, of which none accurately describe predicted COVID-19 cases
visualized as line charts. However, for scalar values they advocate for the
following types of continuous visualization extent techniques that are of
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interest to this thesis; Multivariate Glyphs (ellipsoids), ribbons, blurring,
texture and bump mapping, shown in Figure 4.1. As a way forward, JOHN-
SON and SANDERSON (2003) call for a formal, theoretical error and uncer-
tainty visualization framework and to investigate and explore new visual
representations for characterizing error and uncertainty. The authors as-
sert the necessity for a formal evaluation of these visual techniques with
incorporation of statistical, numerical, and/or measurement errors. They
also note that better visual representation of and interaction with statisti-
cal data should constitute the new techniques.

Figure 4.1: (Left) Animation with motion blurring to indicate uncertainty.
(Right) Surface illumination differences mapped to 2D circular textures.[PANG
etal. (1997)]

In a tool designed to interactively visualize ensemble outputs of a numer-
ical weather model and its associated uncertainty, Noodles, SANYAL et al.
(2010) study the implications of ribbon and glyph-based uncertainty visu-
alization (Figure 4.2) in conjunction with spaghetti plots. The glyph based
visualization designed with the intention of avoiding obscuring of under-
lying data and the ribbon visualization designed for showing the variation
of uncertainty along a contour were found to represent the overview of un-
certainties well, with the ribbon being more effective than the glyphs and
the graduated glyphs being difficult to interpret. In the graduated visual-
izations, the concentric distances were calculated as the absolute differ-
ence between each member from the ensemble mean, which the authors
theorize as possible too much information to present in a glyph resulting
in comprehension difficulty.
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Figure 4.2: (Top-left) Glyphs showing the width of the 95% CI of the ensemble
mean on the entire grid

(Top-right) Graduated glyphs along the ensemble mean

(Bottom-left) Uncertainty ribbon showing the bootstrap Inter Quartile Range
(Bottom-right) Graduated ribbon to illustrate uncertainty [SANYAL et al. (2010)]
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The acceptance of algorithmic prediction in the presence and absence of
uncertainty, and whether it is dependent on the method of visualization,
is evaluated by LEFFRANG and MULLER (2021). Users, separated into three
groups, were asked to make their own prediction for a use case before and
after being presented with an algorithmic prediction. The algorithmic pre-
diction was presented differently to each of the three groups, either as a
point estimate without uncertainty representation, with uncertainty de-
picted by a confidence interval or as an ensemble visualization. The au-
thors define two measures for evaluating the acceptance, which are:

* Adjustment - The difference between the users’ initial prediction, be-
fore viewing the algorithmic prediction and the second prediction,
after viewing the algorithmic prediction.

* Disagreement - The difference between the algorithmic prediction
and the users’ second prediction.

The results of the study concluded that users adjusted more and disagreed
less with the algorithmic prediction when presented as either point es-
timates or with uncertainty visualized with a Confidence Interval band,
when compared to the ensemble visualization. However, no significant
differences were found between the point estimates and Confidence Inter-
val band.

MCGRATH et al. (2020) study the acceptance of the algorithmic prediction
under varying uncertainty distributions. The design of the study is similar
to that of the previously described user study in that the participants are
assigned to one of five groups, and are asked to make a prediction for a use
case before and after being shown the algorithmic prediction. However,
each group is shown either no uncertainty information or uncertainty with
one of the following distributions: Normal distribution with low variance,
normal distribution with high variance, bimodal distribution and skewed
distribution. The type of uncertainty was shown to have a marginally sig-
nificant effect (p = 0.0715) on how close the people’s second estimate was
to that of the algorithm. The participants were most influenced by un-
certainty that is normal distributed with low variance, and were least in-
fluenced when presented with no uncertainty. As the parameters of un-
certainty distribution vary along the different timestamps of a time series
model prediction and the users’ acceptance is dependent on it. I want to
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include different variances of a normal distribution to understand if this
difference in acceptance is a result of being able to estimate probabilities
under uncertainty and if some visualization techniques will yield a uni-
formly accurate estimation.

Although not evaluating uncertainty directly, ELHAMDADI et al. (2022)
study how modifications to the clarity of visualizations such as blur, opac-
ity, outlines to markers, jitter, gridlines, and manipulation of the scale
affect the user’s trust. This study is of value to this thesis for two reasons;
first, these modifications are often used techniques to communicate un-
certainty and second, trust is an important factor for whether users will
make decisions based off the information conveyed to them through an
uncertainty representation. The findings show that the speed and ac-
curacy with which users performed tasks, correlate with their trust in a
visualization.

4.3 Visualizing uncertainty in line charts

This section discusses related work that expresses uncertainty statistically
in line charts or as ensemble visualizations over time. The evaluations are
typically done as user studies, sometimes also accounting for individuals
traits.

The issue of representing different types of uncertainty; statistical and
bounded by the same visual indicators is recognized by OLSTON and
MACKINLAY (2002), who first propose what we now know as the Confi-
dence Interval Band. The authors offer suggest using graphical fuzz, giving
an effect that resembles ink smearing to define a region that ambiguous,
seen on the right side of Figure 4.3. They offer this as a visualization tech-
nique for bounded uncertainty, arguing that the then commonly used
error bar are typically used in conjunction with an estimated exact value
and that users have been trained to interpret them as a statistical uncer-
tainty. The terminology used to differentiate between the two types of
uncertainty, however, might continue to cause confusion as a Confidence
Interval is a statistical interval but is not a probabilistic distribution, as the
authors define statistical uncertainty.
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Figure 4.3: Error Bar showing statistical uncertainty in a line chart (left). Am-
biguation showing bounded uncertainty in a line chart (right). [OLSTON and
MACKINLAY (2002)]

Further, VAN DER LAAN et al. (2015) compare the two ways of express-
ing uncertainty in line charts, confidence band and error bars, both with
and without the point estimate and additionally, a line chart without un-
certainty, shown in Figure 4.4. The task to evaluate the visualizations
consisted of identifying trends with 5 different degrees of certainty. Two
datasets consisted of a combination of high and low uncertainty with ei-
ther no trend or an increasing trend, and one other dataset where the
trend was decreasing, followed by an increase. A user study conducted, by
assigning participants into 5 groups, each shown 5 unique visualization
and dataset combinations showed that users best identified trends when
shown the visualization of a confidence band with point estimate and
worst when shown the visualization of a line chart with no uncertainty.

SANYAL et al. (2009) compare less common, novel techniques for compar-
ing uncertainty, by encoding uncertainty as glyph size, glyph colour and
line colour, Figure 4.5. Given aregion of interest, users are asked to identify
the data point with the highest and lowest uncertainty. Results show that
glyph size most effectively assisted users in identifying points of the least
uncertainty whereas glyph and surface colour worked better for points of
high uncertainty, to which the authors theorize that human perception of
these visual expressions may not be uniform.

TAK et al. (2014) study the interpretation of uncertainty under different vi-
sualization methods, whereby each user is shown time series prediction
with the mean, upper and lower bounds in the form of either solid border,
dashed border, confidence interval band, thinning lines, random lines,



34 CHAPTER 4. RELATED WORK

Figure 4.4: Techniques for visualising uncertainty. (Top-left) No Uncertainty
(Top-right) Confidence band with mean line (Middle) Error Bars with mean
line (Bottom-left) Confidence band without mean line (Bottom-right) Error Bars
without mean line [VAN DER LAAN et al. (2015)]

gradient or error bars. The user is shown, at a time, one of nine points
equidistant from the mean line and made to estimate the likelihood that
the actual value might occur at this point. It is important to note here that
the visualizations are not labelled to understand the users’ inherent inter-
pretation. The results show that users have one of three interpretations,
given uncertainty:

* Equal probabilities to the points that are equidistant from the centre
line.

— Peaked Interpretation: User interpret a normal distribution, the
closer a point is to the mean line, the more likely it is.
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Figure 4.5: Visualizing Uncertainty by a) Glyphs size b) Glyph colours c) Surface
colour, and d) Error bars. [SANYAL et al. (2009)]

- Flat interpretation: Users interpret that all points lying inside
the bounds are equally likely.

¢ Linear mapping: Users interpret that the higher a point is, the higher
the likelihood and the lower a point is, the lesser the likelihood, or
vice versa.

The results show dashed border, random lines, and gradient visualizations
to have the best fit with a normal curve. As the fit of the given visualiza-
tions do not improve with quadratic or cubic functions, the authors infer
that the participants’ internal model of uncertainty is not linear and re-
mains unaffected by the form of representation.

The examination of individual variances and user metrics in prior research
influences the design of visualizations, as well as the decisions regarding
the structuring of user studies and the selection of parameters and assess-
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ment criteria. This thesis will use some of these techniques in the context
of COVID-19 simulations and in addition to determining whether users
are inclined to estimate and accept these visualizations, this thesis will in-
vestigate the specific attributes of visualizations that facilitate this process.
It also seeks to assess whether the standard presentation of information
via line charts, as typically employed in these studies, is sufficient for users
examining COVID-19 predictions.



Preliminary User Study

Previous studies described in Chapter 4 have primarily focused on assess-
ing users’ trust in algorithmic predictions when visualizations incorporate
varying levels of uncertainty. However, it’s important to note that visual-
ization authors do not have much control over the calculated uncertainty
ranges. Additionally, there is limited understanding of the specific charac-
teristics of these visualizations that influence user trust. Furthermore, it
cannot be assumed that users, when trusting a visualization, necessarily
consider or factor in the projected uncertainty in their decision-making
process.

Some studies in this field also investigate the impact of participants’ nu-
meracy skills on their task performance. This metric is valuable in assess-
ing whether all users benefit equally from visualizations. Moreover, it is
worthwhile to explore whether individuals with different levels of numer-
acy are aware of how this affects their task performance and whether they
are confident in using this information.

To address the existing knowledge gap, we have devised a two-step re-
search approach. The initial step involves conducting a preliminary user
study, followed by a concluding user study. The preliminary study targets
a broad and diverse participant pool with the aim of refining both the
research questions and the methodology for the concluding user study;,
which will focus on a more specific and homogeneous audience. This
chapter will focus on the preliminary user study.

37
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5.1 Objectives

The preliminary study provides an opportunity to gain familiarity with
task design within the research context, tackle potential challenges, and
evaluate the methodology of the user study. Its primary objective is to
identify any gaps in the study, allowing us to address them before proceed-
ing to the concluding study.

* Identify effective visualization techniques for estimating uncer-
tainty: Evaluate a range of visualization techniques and shortlist
those that are most effective in helping users estimate uncertainty
in the context of COVID-19 predictions.

* Refine user study design: Refine the research questions and the data
collection methods used in the user study, ensuring that they are
aligned with the chosen visualization techniques and research ob-
jectives.

* Assess feasibility of user study platform: Test the feasibility of the
user study platform by piloting it with the initial group of partici-
pants to identify and address any technical or logistical challenges
that may arise during the concluding user study.

 Evaluate feasibility of evaluation metrics: Assess the feasibility of
the chosen evaluation metrics and methodologies to measure the
effectiveness of the selected visualization techniques in conveying
uncertainty to users.

5.2 Visualizations

The initial study utilized synthetic data, while the visualizations were cre-
ated using Python’s Numpy and Pandas libraries to generate randomized
data, and Plotly was employed to produce the graphical representations,
both using the Python programming language. Figures 5.1 - 5.5 show the
data visualized with different uncertainty visualization techniques.
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Figure 5.2: Image showing the data used in preliminary study tasks, with uncertainty visualized as Overlapping Bands.
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Figure 5.4: Image showing the data used in preliminary study tasks, with uncertainty visualized as Texture.
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5.3 Design

The user study begins with a brief explanation of the goal of the user, as
to understand how different variants of line charts affect the quality of the
information conveyed to the user. Technical phrases like ‘uncertainty in-
formation’ or ‘probability distribution’ were intentionally avoided, so the
tone of the study is in line with how participants interact with information
in non-technical environments.

The concluding user study consists of 7 parts:

 Participant’s data - Collection of information that will allow us to
identify the effects of reported individual differences.

* Numeracy task - Collection of information that will allow us to iden-
tify the effects of numeracy, a measured individual differences.

* Visualization task 1 - Collection of participants’ uncertainty estima-
tion and user reported metrics under visualization 1.

* Visualization task 2 - Collection of participants’ uncertainty estima-
tion and user reported metrics under visualization 2.

* Visualization task 3 - Collection of participants’ uncertainty estima-
tion and user reported metrics under visualization 3.

* Visualization task 4 - Collection of participants’ uncertainty estima-
tion and user reported metrics under visualization 4.

* Visualization task 5 - Collection of participants’ uncertainty estima-
tion and user reported metrics under visualization 5.

Visualization 1, visualization 2, visualization 3, visualization 4 and visual-
ization 5 employ one of five techniques — Confidence Band, Overlapping
Bands, Blur, Texture, or Coloured Markers — to convey uncertainty infor-
mation. To prevent participant bias, the assignment of these visualization
techniques to the visualization tasks is done randomly. This randomized
approach ensures impartiality and allows for an unbiased evaluation of
how each visualization technique influences participant understanding
and interpretation of uncertainty. All participant information is collected
anonymously.
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Participant’s data

In order to consider the influence of individual factors on uncertainty as-
sessment, participants’ highest degree, field of study and the frequency
with which they interact with visualizations were inquired about, compris-
ing three out of the four individual factors examined.

Numeracy task

Numeracy is described as a persons’ ability to understand, manipulate
and use numerical information. A person’s numeracy is known to play
an important role in their ability to process information with uncertainty
and, consequently, weigh the risks and benefits in choices following this
information [PETERS et al. (2007)]. The disparity in processing uncertainty
information based on numeracy is also true for graphical representations
[TOET et al. (2019), TAK et al. (2014)] There are two widely used perfor-
mance based numeracy scales; the Lipkus numeracy scale and the cog-
nitive reflection test (CRT). Given that the median scores on the Lipkus
measure approach the maximum range of scores and the reverse is true
for the CRT scale, WELLER et al. (2013) develop a shorter numeracy mea-
suring 8 items of varying difficulty that maintains a normal distribution
across different educational groups. To keep the preliminary study short,
three questions from the J. Weller et al. numeracy measure were selected
whose difficulties span over easy, intermediate and difficult.

The selected questions are:

Easy: If the chance of getting a disease is 10%, how many people
would be expected to get the disease out of 1000?

Intermediate: In the ACME PUBLISHING SWEEPSTAKES, the chance
of winning a car is 1 in 1000. What percent of tickets of ACME PUB-
LISHING SWEEPSTAKES win a car?

Difficult: Abat and a ball cost $1.10in total. The bat costs $1.00 more
than the ball. How much does the ball cost?
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Visualization task

The visualization task is divided into two distinct segments to comprehen-
sively assess user estimation and perceptions.

The first segment features three hypothetical questions, each with three
components. In this segment, participants are tasked with making esti-
mations and asserting whether their informational needs have been met.
This segment is designed to probe users’ ability to estimate uncertainty
and their awareness of the gap between the information provided and the
information needed. The hypothetical questions are as follows:

Q1.1 You have two important appointments, one on the 1st Feb and
the other on the 1st Apr. You can only make each of those appoint-
ments if the infected number on the previous day is below 5000.

a) What is the likelihood that you are able to make the appoint-
ment of Feb 1st?

b) What is the likelihood that you are able to make the appoint-
ment of Apr 1st?

Q1.2 I feel informed enough to make this decision.
O Yes

O No

Q2.1 As of Jan 1st 2020, a ban on travelling exists. However, it is
announced that if the number of patients remains the same or de-
creases at the end of May, the ban will then be lifted effective on June
1st. With the given prediction, how likely do you think this scenario
is, so that you are able to travel in the June?

Q2.2 I feel informed enough to make this decision.
O Yes

O No
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The second segment of the task focuses on gathering user-reported met-
rics. Participants are invited to provide feedback on several aspects, in-
cluding the perceived difficulty of the task, their perceived success in com-
pleting it, the aesthetic quality of the visualizations presented, and the
level of clutter or complexity they perceive within the visualizations. This
segment aims to capture user perspectives on various subjective elements
related to the task. The questions in this segment are as follows:

Q3. Please answer the following questions in reference to the current
task.

How hard did you have toworktoac- O O O O O
complish your level of performance?

(1: Not hard at all - 5: Very hard)

How successful do you think you O O O O O
were in accomplishing the goals of

the task?

(1: Poor - 5: Good)

Visual representationisnotcluttered O O O O O
(1: Strongly disagree — 5: Strongly

Agree)

Visualization is aesthetically de- O O O O O
signed

(1: Strongly disagree — 5: Strongly

Agree)

Recent authors recommend eliciting decisions from the users as hypothet-
ical actions, in the context of uncertainty to evaluate whether, and how
users take into account uncertainty when making decisions [HULLMAN
et al. (2019); CASTRO et al. (2022)]. For the purpose of the preliminary
study, no decision is elicited, as the goal is to identify a set of visualiza-
tions that allow users to extract probabilistic information best. However,
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queries, Q1.1 a, Q1.1 b and Q2.1, are presented in the guise of a 'plausi-
ble’ scenario involving a hypothetical prediction resembling a pandemic,
which might remind users about decisions that might have thought about
in the recent past. The answers are elicited in the form of a range slider
with the min and max marked at 0 and 100, respectively.

Some authors look towards self-reported metrics of trust, confidence or
visual appeal [ELHAMDADI et al. (2022); CASTRO et al. (2022)]. Similarly,
we include two parameters, Performance and Effort, of the self reported
NASA-TLX workload scale, along with user satisfaction with the visualiza-
tion in terms of clutter and aesthetics in Q3.

5.4 Implementation

The user study was designed to be web based as it included interactive vi-
sual elements and was intended at reaching as many people as possible.
PT-Survey which is DLR’s in-house extension of LimeSurvey was chosen
as the tool for implementation largely because it met the requirements of
the Data Privacy policy that was necessary, along with providing an easy
means to the study development and execution. The visualizations were
created in Python with the Plotly package. The visualizations were the up-
loaded as JPEGs to PT-Survey.

5.5 Evaluation

The evaluation of the results was predominantly conducted using the R
programming language and associated statistical tools and libraries.

The performance measure chosen for evaluating user estimations was
squared error. This selection was made because squared error provides
a measure of the magnitude of deviations between the estimated values
and the ground truth while capturing both the direction and magnitude of
errors, making it suitable for identifying both overestimations and under-
estimations. Additionally, squared error emphasizes larger errors, giving
them more weight in the evaluation process. This is particularly impor-
tant when dealing with estimations where larger errors can have a more
significant impact or when the goal is to penalize substantial inaccuracies.
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The answers to the questions in the numeracy section were graded not
equally, but based on their difficulty to avoid potentially flattening the re-
sponses, to account for the varying levels of complexity or the fact that
some questions may be more challenging than others. This was impor-
tant, as respondents who answered easier questions correctly and respon-
dents who answered harder questions correctly may differ in their level of
knowledge or skill.

In finding correlation between the attributes of the user study results, non-
parametric tests are implemented as the responses do not follow a normal
distribution. Kendall Tau-b is used to find correlation between ordinal-
ordinal values, and the Pearson’s coefficient is used in finding the correla-
tion between continuous-ordinal values.

5.6 Analysis

The study had a total of 94 Participants. Most participants held a higher
degree with either Masters, PhD or higher, and also used visualizations
more than once a week, either in work or in their everyday activities.
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Figure 5.6: Count of users by highest degree.
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Figure 5.7: Count of users by frequency of visualization use.

Global Statistics

Repeated Measures ANOVA is often used as a statistical tool to find in-
sight into tests when the same conditions are measured under the differ-
ent treatments, but it assumes sphericity and that the dependent variables
are close to a normal distribution. The results of the study violate these as-
sumptions, and to overcome this, the R package npmv BURCHETT et al.
(2017), which computes global statistics with ANOVA with permutation
and randomization p values is used.

The function nonpartest() performs global statistics. In code snippet 5.1,
the squared error resulting from participants’ responses to Q1.1 a, Q1.1 b
and Q2.1, binary variables from responses to Q1.2 and Q2.2, and ordinal
responses to Q3 are treated as dependent variables under the treatment of
different visualizations (explanatory variable). The global test statistics re-
sulting from code snippet 5.1 is shown in Table 5.2 and the relative effects
is shown in Table 5.3.
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Listing 5.1: nonpartest() function from npmv package in R

nonpartest (Error | Percieved_Difficulty|Percieved_Difficulty |
Percieved_Clutter | Percieved_Aesthetic | Information_needs_met
~ Visualization, data = survey_results_as_dataframe,
permreps = 1000)

Test Test Statistic | dfl df2 | P-value | Permutation

Test p-value

ANOVA type test p-value 11.90 16.9 | 5946 <0.5 <0.5

Table 5.2: Results from the global statistics test in code snippet 5.1

The p-values in Table 5.2 tell us that given the collective influence of the
response variable between the visualizations is significant. The values in
Table 5.3 which are the relative effects show us that none of the individ-
ual response variables can uniquely explain the explanatory variable. The
relative effects quantify the tendencies observed in the data in terms of
probabilities.

Visualization Difficulty | Success | Clutter | Aesthetic | Error | Information
needs met
Blur 0.50632 | 0.49958 | 0.38974 | 0.38524 | 0.49680 0.48652
Coloured Marker 0.56571 | 0.45121 | 0.44191 | 0.44481 | 0.53914 0.48475
Confidence Band 0.45559 | 0.49344 | 0.59001 | 0.51810 | 0.50519 0.48298
Overlapping Bands | 0.49724 | 0.52941 | 0.57472 | 0.56744 | 0.48416 0.51312
Texture 0.47515 | 0.52636 | 0.50363 | 0.58442 | 0.47470 0.53262

Table 5.3: Influence of each response variables on the visualization resulting from

code snippet 5.1
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Posthoc test

The ssnonpartest(), from the same package is used for post-hoc analy-
sis, in identifying response variable(s) that are statistically significant with
a < 0.05 (user definable) in their contribution to the differences between
different treatments. The posthoc test is configured in code snippet 5.2 to
use ANOVA to find significant dependent subsets.

Listing 5.2: ssnonpartest() function from npmv package in R

ssnonpartest (Error | Percieved_Difficulty|Percieved_Difficulty
| Percieved_Clutter | Percieved_Aesthetic |Information_needs_met
~ Visualization, data = survey_results_as_dataframe,

test = ¢(1, 0, 0, 0), alpha = 0.05, factors.and.variables =
TRUE)

The results of npmv text (code snippet 5.2), show that the response vari-
ables "Perceived Clutter’ and 'Perceived Aesthetic’ show significant differ-
ence between the visualization, and both variables show significant pair-
wise comparison with Error. Plotting these two variables against squared
error (Figure 5.8 and 5.9) show that visualizations with the user reported
least clutter and best aesthetic, have the smallest error and least variabil-
ity.

Both perceived clutter and aesthetic do not seem to be influenced by the
user traits recorded; numeracy, degree of education and frequency of visu-
alization use. However, there is moderate to good correlation between the
user reported metrics for the visualizations. It follows that the lower the vi-
sual clutter, the better is the aesthetic, following which the users feel that
the task was easier to accomplish and that they were successful in their es-
timation. This is also confirmed by the comparison of perceived aesthetic
and clutter against error.

Additionally, it is interesting to note, that whether the users feel that their
information needs have been met are only weakly correlated with the
users’ degree and frequency of visualization. The user traits themselves
also show very weak correlation when compared with each other. Both
these statements could possibly be attributed to the fact the participants
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Figure 5.8: Scatter plot showing the squared error between true value and user
estimation against user reported value for aesthetic. (5 -> Most pleasing aestheti-
cally)

are homogeneous in that the majority have a higher degree of education,
showed to have higher numeracy and frequently used visualizations. An-
other reason for numeracy not correlating with error, or other traits could
be due to the selection of a limited number of numeracy questions from a
scale that was perhaps not meant to be used this way.

Plotting the squared error, with (Figure 5.10) and without (Figure 5.11)
log scale against visualization, shows us that Overlapping bands, Texture
and Blur have the median values closest to zero. From the user study, the
three mentioned visualizations will be taken forward for the final study. It
should be noted, however, that the pairwise comparison between visual-
ization and error is not statistically significant.
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Perceived Clutter Vs. Squared Error
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Figure 5.9: Scatter plot showing the squared error between true value and user
estimation against user reported value for clutter. (5 -> Least clutter)

Based on the analysis, some minor changes were made to the design of
the concluding user study that will be discussed in the next chapter. The
implementation and dissemination of the preliminary study posed no
significant challenges, and this implementation will be carried forward
as such. The corresponding evaluation metrics also posed no significant
challenges in the preliminary study.
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Figure 5.10: Box plot showing distribution of squared error for each visualization
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Figure 5.11: Box plot showing distribution of log of squared error for each visual-
ization



Concluding User Study

Following the analysis of the preliminary study, the concluding study was
carried out to connect with the intended target group, the local health au-
thorities.

Comparison of multiple uncertainty visualizations is a frequently used
approach for estimating how effectively a user can extract information,
make inferences, or make decisions with a visualization [HULLMAN et al.
(2019)]. Thus, the concluding user study follows this approach with the
three visualizations selected from the preliminary study: Blur, Overlap-
ping Bands and Texture. This chapter will detail the changes made to
design and implementation of the concluding study from the preliminary
study, followed by the evaluation and results. The last section discusses
the results in the context of the research questions, and what the results
mean towards effectively communicating uncertainty in time series visu-
alization.

6.1 Objectives

The primary objective of the concluding user study is to identify the visu-
alization technique that best allows a user to estimate uncertainty in time
series prediction data, if at all, the selected visual techniques differ widely
in their permissibility of uncertainty estimation. It is possible that there is
a gap between the informational needs of users in confidently estimating
uncertainty and the information communicated by existing uncertainty
visualizations of time series prediction, however widely they differ. To this
end, the secondary objective of this study is to first, identify this gap and

57
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second, to offer possible solutions that might contribute toward closing
this gap.

KINKELDEY et al. (2014) report that in cases of uncertainty visualisation
user studies where user reported confidence is included in assessing
the usability of visualizations, user performance and confidence were
in agreement. As an extension of this, the user study also aims to identify
if user reported factors that affect usability such as clutter and aesthetic
correlate with user reported success and difficulty, and consequently, user
performance.

6.2 Design

Much of the design and procedure of the preliminary user study is carried
forward to the concluding user study, with a few changes. The study can
be found in its entirety in appendix A. However, this section provides of
a concise overview to ensure a better understanding of the results. The
concluding user study consists of 3 visualization tasks, instead of 5 as two
visualizations from the preliminary study. So, three visualization tasks em-
ploy one of three techniques — 'Blur,’ 'Overlapping Bands,” or "Texture’ —
to convey uncertainty information. The randomization of the assignment
of these visualization techniques to the visualization tasks persists to ac-
count for participants bias.

Participant’s data

In order to consider the influence of individual factors on uncertainty as-
sessment, the recorded information in the concluding study is the same
as the preliminary study, except for the frequency with which they interact
with visualizations is now changed to frequency with which they interact
with line charts.

Numeracy task

Given the influence of numeracy of uncertainty estimation described in
section 5.3, it is again measured as an individual factor. The same three
numeracy questions of varying difficulty as in the preliminary study are
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asked, along with two additional questions intended to evaluate proba-
bilistic understanding from its graphical representation. Given an image
of a probability density function of a normal distribution (Figure 6.1), par-
ticipants were asked two questions to assess their comprehension regard-
ing the concept of what a normal distribution looks like, the understand-
ing that, given a median, 50% of data points have a value smaller or equal
to the median, and 50% of data points have a value higher or equal to the
median, as well as the observation that approximately 95% of values fall
within 2 standard deviations from the mean. Additionally, the use of Mini-
VLAT [PANDEY and OTTLEY (2023)] was considered to evaluate visual liter-
acy, but eventually dismissed due to time constraints.

N

-1s mean 1s 2s

Figure 6.1: Probability density function of a normal distribution

Visualization task

The visualization task is divided into the same two distinct segments as be-
fore. In the first segment, the hypothetical questions are extended to have
an additional component. In addition to making estimations and gauging
whether their informational needs have been met, participants are now
asked to state the information missing that they believe is necessary for
making accurate assessments. The second segment remains the same.

The visualizations themselves show the true number of weekly cases re-
ported by the European Centre for Disease Control and Prevention (ECDC)
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for Germany between 28.01.2023 and 04.03.2023 which can be found on
GitHub [SHERRATT et al. (2023)] in a line chart, along with point estimates
of predictions from three models for the weeks between 11.03.2023 and
01.04.2023 along with their 95% Credible interval, which are also present
in the same GitHub dataset.

6.3 Implementation

The concluding user study is executed in PT-survey as before. The visual-
izations were created in Python, with the Plotly package in a Dash applica-
tion. For the concluding study, the elements of interaction were intended
to be kept in the study. While Plotly visualizations can be saved and up-
loaded as an HTML object, PT-Survey does not allow for this. Thus, the
Dash application was hosted on Google Cloud and inserted into PT-Survey
as an inline frame.

6.4 Evaluation

The evaluation of the results of the concluding study are also conducted in
R. The performance measure chosen for evaluating user estimations con-
tinues to be the squared error, and the answers to the questions in the
numeracy section continue to be graded on their difficulty. The new in-
formation obtained on the information gap entered by users as free text is
evaluated manually, as the sample size is too small for any kind of machine
based text analysis. Additionally, some of the responses were in German,
and others in English, adding further complexity. The remaining evalua-
tion remains the same; Kendall Tau-b is used to find correlation between
ordinal-ordinal values, and the Pearson’s coefficient is used in finding the
correlation between continuous-ordinal values.

6.5 Results

The study had a total of 31 Participants. Most participants held a higher
degree with either Masters, PhD or higher, and the frequency with they
interacted with line charts is shown in Figure 6.3. The response from one
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participant was removed from the study as they explicitly stated having
misinterpreted the questions in their response.
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This section discusses the results of the concluding user study. The results
are grouped so that they may be addressed directly under the appropriate
research questions.

R1: What is the impact of different visualization techniques on the partic-
ipants’ uncertainty estimation in time series predictions visualized in line
charts?

When visualizing uncertainty with the method introduced in this thesis,
Texture, the squared error between the participants’ estimation and the
true value averages lower than in comparison to Blur and Overlapping
Bands. It also shows lesser variability in the measure of squared error, see
Figure 6.4.

R2: Is there a discernible correlation between users’ preferences for specific vi-
sualization techniques in meeting their information needs and the resulting
task performance accuracy when employing these varied visualization tech-
niques?

It appears from Figure 6.5, squared error between participant estimation
of likelihood and true value show more variability, but also a lower median
value for instances when participants felt that they had enough informa-
tion to make an estimation as opposed to when they did not. The propor-
tion of Yes to No is not different under the different visualization.

There is a weak negative correlation between participants’ numeracy and
their information needs. i.e, the higher their numeracy, the more likely
they felt they were able to make an estimation with what information they
were given. The results also show a correlation between their field of work,
with participants in Public Health, Neuroscience, Political and Administra-
tive Sciences requiring additional information. However, the distribution
of the number of participants in each field is very skewed to be able to
make such a blanket statement. The participants” highest degree and the
frequency with which they interact with line charts do not play a role in
how they answered this question.



6.5. RESULTS 63

o o o
o
o |
o
(=)
o] ]
o
8 -
wn o
° o
o
o]
g ° 5
<
— e o
| o
1
5 1
o H
- 1
] :
w o o i
T S o H o
2° ;
[ - '
3 ' !
-3 ! '
!
| 1 )
! ) o
o : ;
g 4 : :
1= 1 1
N 1 1 o
' )
! )
! i
= ! —
H 1
: ' :
i 1
i s
o '
= '
2 :
H
|
o
T T T
Blur Overlapping Bands Texture

Visualization Technique

Figure 6.4: Box plots comparing the distribution of squared error between partic-
ipants’ estimation and ground truth for different visualization techniques.



64 CHAPTER 6. CONCLUDING USER STUDY

o o
o
S
o
©
o
o |
o o
w
o =]
o o
o o
S e
h
3
R o o
o
B
B
w 8 e
] o o
) ©
- 5]
© o
z
" 2
- 3
o
o
o~
o
o
o |
o
o 4
T T
No Yes

I feel informed enough to answer the previous question.

Figure 6.5: Box plots comparing the distribution of squared error between partic-
ipants’ estimation and ground truth when informational needs met and not.



6.5. RESULTS 65

Out of 279 instances (31 participants * 3 visualizations * 3 likelihood esti-
mations), in approximately a third of the instance (96 instances), partici-
pants reported that they did not have the necessary information to make
the required estimation. These instances were spread over responses from
19 participants. The information needed by participants can be divided
largely into two groups:

¢ Statistical Information

In 44 instances, 6 participants either explicitly stated or hinted to-
wards needing more statistical information that would help them
link the terms likelihood and uncertainty range. likelihood to the
uncertainty interval. Two participants suggested the inclusion of ad-
ditional interactive tools to adequately make an estimation, such as
a calculation tool or a table with upper and lower limits estimated
by varying the size of the uncertainty interval. Moreover, two partici-
pants stated that they made an assumption that 50% of the range fell
above the point estimate and 50% below.

In 30 instances spread over the responses of 5 participants, the un-
certainty interval was referred to as the either Confidence Interval or
CI, despite it being stated that the shown uncertainty was a Credible
Interval, with one participant even asking if a Credible Interval was
the same as a Confidence Interval.

¢ Model Information

In 32 instances, spread over the responses of 5 participants, it was
stated that the information provided about the parameters of the
model and its historic accuracy was necessary to adequately make
an estimation. Some participants also mentioned that the width of
the credible intervals in some cases were too large to make an esti-
mate.
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R3: Do individual differences shared among target user groups, such as fre-
quency of visualization use, the highest degree achieved or numeracy, have
an effect on their task performance accuracy?

There is a weak negative correlation between numeracy and error. The
higher the numeracy of a user, the lower the squared error between their
estimation and the true value 6.6.
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Figure 6.6: Box plots comparing the distribution of squared error between par-
ticipants’ estimation and ground truth for participants with different numeracy
SCOres.

There is a weak negative correlation between users highest degree and er-
ror. The higher the numeracy of a user, the lower the squared error be-
tween their estimation and the true value 6.7.
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Figure 6.7: Box plots comparing the distribution of squared error between partic-
ipants’ estimation and ground truth for participants with different degrees.

There is no significant correlation between frequency with which the par-
ticipants interact with line charts and the squared error between their es-
timation and the true value.

Furthermore, there appears to be a weak positive correlation between the
participants’ Numeracy and the frequency with which they interact with
line charts 6.8 as well as a weak positive correlation between the partici-
pants’ Numeracy and the highest degree they hold 6.9.
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R4: How do the effects of varying visualization techniques, like clutter and
aesthetics, influence users’ evaluations of task difficulty and their perceived
level of success in task performance? Consequently, is there a correlation be-
tween users’ assessments of task difficulty, their perceived level of success in
task performance, and their actual task performance accuracy?

The results show a strong negative correlation between perceived clutter
and perceived aesthetic 6.10 and a strong positive correlation between per-
ceived success and perceived difficulty 6.11. Both perceived success and
perceived difficulty have a weak negative correlation with clutter and weak
positive correlation with aesthetic. However, no relationship was found
between the reported metrics and user performance.
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6.6 Discussion

R1: What is the impact of different visualization techniques on the partic-
ipants’ uncertainty estimation in time series predictions visualized in line
charts?

Texture performs slightly better than Blur and Overlapping bands in the
concluding user study, but not significantly. It is challenging to provide an
explanation for this because there was no observed correlation between
the visualization technique and the factors that influence usability, possi-
bly owing to the small sample size. According to empirical findings pre-
sented in the work of CLEVELAND and MCGILL (1984), it is demonstrated
that, in quantitative perceptual tasks, the use of area outperforms colour
hue. This observation may offer insights into why texture is more effective
than blur. Furthermore, Mackinlay’s study lends support to this notion
by suggesting that minor inaccuracies in estimating the size of an area re-
sult in only minor misperceptions of the associated quantitative value be-
ing encoded MACKINLAY (1986). Under the Overlapping Bands technique,
one participant made an assumption that the credibility of 50 is evenly dis-
tributed over the range below and above the point estimate. While this as-
sumption holds true, it highlights the fact, that when using terms like point
estimate or statistical jargon, it may not always be evident to those who
may be unfamiliar with modelling techniques or statistical terminology. It
may also be less apparent in the context of Overlapping Bands, which uti-
lize shaded areas. This differs from Blur or Texture techniques, where vi-
sual elements from both sides converge toward the point estimate, thereby
providing an additional perceptual cue in understanding that where they
converge may be the 'centre’, or in statistical terms, the median.

R2: Is there a discernible correlation between users’ preferences for specific vi-
sualization techniques in meeting their information needs and the resulting
task performance accuracy when employing these varied visualization tech-
niques?

It appears that the visualization techniques studied do not influence
whether the participants’ felt that they had enough information to make
an estimate. That suggests that this is then influenced by individual dif-
ferences. Participants with lower numeracy skills or those specializing
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in public health, political sciences, and administrative sciences tend to
require more information when making estimations. For those in the
mentioned fields, this tendency is likely due to the higher stakes and pro-
fessional obligations associated with their fields of study in context to
epidemiological predictions.

Now, let’s examine the specific type of information required.

Statistical information

When participants are unfamiliar or have difficulty with interpreting sta-
tistical intervals, indeed, providing an interactive basis of calculating un-
certainty may be useful. For instance, a visualization may incorporate two
movable horizontal lines that allow users to render a calculated probability
of the predicted value of each displayed model falling within the selected
range defined by these lines.

Additionally, the participants who referred to the credible interval as con-
fidence interval, bring attention to the lack of uniformity in which uncer-
tainty is represented in time series prediction. In the realm of COVID-
19 predictions, there exist various terms to describe uncertainty ranges
in graphical representations. These terms include Confidence Interval,
Credible Interval, Prediction Interval, Simulation Percentile, Uncertainty
Interval and +/- 2 Standard Deviation among others. LEFFRANG and
MULLER (2021) state that "Since the predictive model used in this study
was a Bayesian model, the uncertainty intervals were actually credibility
intervals. Yet, our participants were more familiar with confidence in-
tervals than credibility intervals due to their previous statistics courses.
Furthermore, the visualization of credible intervals is similar to the one for
confidence intervals. Therefore, we labelled credible intervals as confidence
intervals in our experiment.". The choice of terminology used for these
uncertainty ranges often depends on the specific modelling approach
and how uncertainty is quantified. However, when creating visual repre-
sentations of these uncertainty ranges, it is advisable to strike a balance
between clarity and comprehensiveness. The uncertainty range maybe a
strict interval or a probabilistic distribution, the graphical representation
and the terminology used in the visualization should convey this. Further-
more, it is necessary to establish visual representations that cannot be
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Figure 6.12: Confidence interval visualized as A. Confidence band without mean,
B. Gradient without mean and C. Gradient with mean. [PADILLA et al. (2022)]

used interchangeably. PADILLA et al. (2022) acknowledge that "widespread
misconceptions about the meaning and interpretations of standard statis-
tical concepts related to uncertainty (e.g., frequentist confidence intervals,
Bayesian creditable [sic] intervals, and variability) form the foundation
of misunderstandings of uncertainty visualizations." but study the visual-
ization of confidence intervals with gradient, see Figure 6.12. A gradient
indicates that the data closer to the mean is somehow different from the
data farther away, which is untrue for a Confidence Interval.

Model information

Model information regarding scenarios represented, parameters used,
and parameter values are entities separate from of uncertainty informa-
tion, and will not be discussed as part of this thesis. However, ESID is
in the process of incorporating model parameter into its application to
provide more context to users. In some applications, the reliability of
a model is effectively conveyed through the presentation of its past pre-
dictions and the uncertainty. This serves as a means to demonstrate the
trustworthiness and performance history of the model.
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R3: Do individual differences shared among target user groups, such as fre-
quency of visualization use, the highest degree achieved or numeracy, have
an effect on their task performance accuracy?

Both numeracy and degree have a weak positive correlation with partic-
ipants accuracy. This lends credence to the assertions made by TOET
et al. (2019). Although numeracy is an individual difference, research,
particularly in the field of medical information, has explored ways to
enhance visualizations in order to mitigate the impact of numeracy dif-
ferences. KELLER and JUNGHANS (2017) conclude from their experiment,
individuals with low numeracy can be trained by providing appropriate
instructions to improve their graph-processing efficiency. PETERS et al.
(2014), suggests ‘doing the math’ for them. This is improbable to do keep-
ing in mind the interests of every target user group, but a calculation tool
(mentioned earlier) might be helpful. Such a tool can help users of the
visualization focus on their problem. Rather than policymakers having to
examine the given information and make educated guesses about the un-
certainties associated with various intervention strategies to identify the
most suitable one, they can adopt a reverse approach based on their exist-
ing data. They can start by stating, for example, that they currently have
"x" hospital beds available and the goal is to limit the number of infections
to "y" to accommodate this capacity. Then, they can evaluate the various
predictions resulting from varying intervention plans and select the one
that best aligns with these predefined requirements. In essence, it simpli-
fies decision-making by working backward from their existing constraints
and goals.

R4: How do the effects of varying visualization techniques, like clutter and
aesthetics, influence users’ evaluations of task difficulty and their perceived
level of success in task performance? Consequently, is there a correlation be-
tween users’ assessments of task difficulty, their perceived level of success in
task performance, and their actual task performance accuracy?

Participants who believed they had succeeded in their estimations tended
to perceive the tasks as less difficult. However, it’s worth noting that in this
user study, there was no observed correlation between participants’ self-
assessed success and their actual performance. Nevertheless, the partici-
pants’ perceived level of success and the perceived difficulty of the tasks
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can still play a significant role in determining whether they choose to rely
on their estimations when making decisions. When the perceived clut-
ter was higher, the perceived difficulty is higher and lower perceived suc-
cess. Similarly, OGNJANOVIC et al. (2019) suggest that judgment perfor-
mance and visual information processing in novices or laypeople are neg-
atively impacted by clutter in financial visualizations, in comparison to
experts. The perceived clutter did not correlate with visualization tech-
nique, which could once again be the result of the low sample size, but
it could also allude towards other elements of the visualization that may
have contributed to the clutter. ROSENHOLTZ et al. (2007) describe mea-
sures of feature and colour variability as visual clutter in information visu-
alization. The concluding user study also shows that perceived aesthetic
has a positive correlation to perceived success, and negative correlation to
perceived difficulty. CAWTHON and MOERE (2007) show that aesthetic vi-
sualizations display a higher level of user patience, resulting in lower task
abandonment and erroneous response in their study. While aesthetic may
be subjective and difficult to evaluate, the negative correlation with clutter
suggests that reducing clutter, which is measurable, may already improve
the aesthetic of a visualization.






Conclusion

This thesis studied the estimation of uncertainty in time series predictions
presented in line charts in a comprehensive manner. The study design was
made with careful considerations, drawing from recommendations made
by HULLMAN et al. (2019) based on a survey of recent literature for evalua-
tion of uncertainty visualizations, while incorporating multiple aspects of
both the visualization and the user that affect uncertainty estimation. To
the best of the authors’ knowledge, studies so far have focused on the re-
lationship between two or three of these aspects, as described in Chapter
4. The results of the study were discussed in Section 6.6. In the summary
section of this chapter, a synopsis of this discussion is provided. With that,
there is room for further exploration on this topic. This will be stated in
the future work section.

7.1 Summary

The work presented in this thesis assists authors of uncertainty visualiza-
tions in improving their visualizations to meet the needs of their diverse
audience in achieving more precise uncertainty estimation. The work eval-
uates a new visual structure that can be used to represent uncertainty in
line charts, 2D circular texture, similar to that described by [PANG et al.
(1997)] for showing surface illumination differences. This visual structure
performed slightly better in allowing for estimation of uncertainty when
compared to blurring and overlapping confidence bands.

A disparity emerged between users for whether they felt they had enough
information to make an estimation given the credible interval. This is an
important factor to consider because users who feel they do not have all
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the information could potentially not act on the information that is pro-
vided. This disparity did not appear to be a result of the visualization tech-
nique, nor the individual differences recorded. Nevertheless, the thesis
also gathered data regarding the additional information needed by users
that could potentially reduce this disparity. The information needed could
largely be categorized into: Statistical Information and Model Information.
The statistical information comprised of information needed to interpret
statistical intervals and the model information comprised of the parame-
ter consideration, source of the data, and reliability in the modelling of the
prediction.

The study confirmed the effects of numeracy on uncertainty estimation,
previously studied by TOET et al. (2019). This provides the motivation to
investigate the work conducted by PETERS et al. (2014), KELLER and JUNG-
HANS (2017) and others in the field of communicating medical informa-
tion and its potential applicability to improving uncertainty estimation.

Finally, the thesis examined certain user-reported metrics; success, diffi-
culty, clutter and aesthetic. The perceived success of the user is important
because it could again potentially dictate whether they choose to act on
the information that is provided. As one would expect, the perceived suc-
cess of the user correlates negatively with the perceived difficulty. The
perceived difficulty correlates positively with clutter, this is expected as
clutter can cause cognitive overload, resulting in potential hampering
of the tools needed for uncertainty estimation. The perceived difficulty
also correlates negatively with aesthetic, which is supported by the study
by CAWTHON and MOERE (2007) reporting that higher user patience and
lower erroneous response to aesthetically pleasing visualizations.

7.2 Future work

The communication of uncertainty is a vast area of research, and there is
much potential for further probing in this area. The work that will benefit
this area as supported by this thesis are as follows.

* Standardizing uncertainty terminology and visualization tech-
niques: There exists much discrepancy in the terminology used
to describe uncertainty in the present literature, even when limiting
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the terminology to those describing uncertainty in time series pre-
diction in line charts. Both researchers and users of visualizations
can benefit from standardizing the terminology, that also indicates
the difference in bounded uncertainty and probabilistic uncertainty,
and does not require any or much knowledge of statistical tools and
methodology to interpret. This should be supported by the visual-
izations structures representing the terminology. Techniques such
as confidence bands, dotted boundary lines and blurring are used to
define both types of uncertainty resulting in misinterpretation. The
visualizations that provide cues to show that the data closer to the
point estimate are different from data farther away, could be used
exclusively to indicate probabilistic uncertainty, whereas visualiza-
tions that do not could be used exclusively for bounded uncertainty.
Thus, there is a strong need for well-supported standardization for
defining and visualizing the two groups of uncertainty.

¢ Equalizing effects of numeracy in uncertainty estimation: Ongo-
ing research in the field of medical information communication fo-
cuses on effectively conveying complex numerical medical informa-
tion to patients and consumers with varying levels of numeracy. The
general idea seems to aim at minimizing the cognitive effort needed
and reducing the need for making many inferences. Exploring and
adopting this research is worthwhile in the context of uncertainty
visualizations. An example of reducing the cognitive load was dis-
cussed earlier as a calculation tool in Section 6.6. Such interactive
techniques should be explored in the future.

¢ Clutter reduction and aesthetic design influence on uncertainty es-
timation: The effect of clutter and aesthetic, and their relationship
to uncertainty estimation under complex decision-making tasks,
can be explored further. Does the addition of uncertainty infor-
mation result in a uniform increase in perceived clutter, under all
uncertainty visualization techniques? Which visual elements cause
the most increase in cognitive load? These questions remain open.
In a study conducted by PADILLA et al. (2023), greyscale visualiza-
tions of ensemble predictions were more trusted than colour-coded
visualizations. The authors initially predicted that adding colour
may add complexity and reduce clarity, whose effect would increase
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with the number of forecasts but found it to be consistently true ir-
respective of the number of forecasts. Nevertheless, this could also
suggest evidence of clutter and aesthetic playing a role in perceived
trust of a visualization. Such evidence could be important in estab-
lishing principles for clutter reduction and aesthetic enhancement
as a means for increasing trust.



Concluding User Study

Participants’ Data

Q.P1* Degree of Education:
(O High school

(O Bachelor

(O Master/Diploma

O PhD or higher

O Other:[=—— |

Q.P2 Field of Study:
[ |

Q.P3* How often do you interact with line charts?
O Never

O Rarely

O Once amonth

(O More than once a month

O Once a week

(O More than once a week

83



84 APPENDIX A. CONCLUDING USER STUDY

Numeracy Task

Q.N1* If the chance of getting a disease is 10%, how many people
would be expected to get the disease out of 1000?

Q.N2* In the ACME PUBLISHING SWEEPSTAKES, the chance of
winning a car is 1 in 1000. What percent of tickets of ACME PUB-
LISHING SWEEPSTAKES win a car?

Q.N3* A bat and a ball cost $1.10 in total. The bat costs $1.00 more
than the ball. How much does the ball cost?

$‘.. ‘

Q.N4* The figure below shows the probability density distribution
of the variable x. Based on this image, please answer the questions
below.

a* If the total area under the curve is 1, whatis the [~ ]
area under the curve forx 0?

b* If the total area under the curve is 1, whatis the [~ ]
area under the curve for -2 x 2?
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Visualization Task

The visualization below shows the number of COVID cases, in grey-
black, in Germany between 19.11.2022 and 04.03.2023. Based on
these values, three different prediction models are used to predict
data for the 4 weeks following 04.03.2023. The point estimates from
the model predictions are show in red, green and magenta. The
point estimate is the models’ best estimate, but the prediction is
not deterministic. You may interact with the chart to see more in-
formation with the use of hover, zoom, pan, etc. Additionally, the
radio buttons on the left may be used to see the 95% credible inter-
val for each model. The 95% suggests that there is a 95% chance
that the true value lies in this range.

Vorhersage Fallzahlen Deutschland

Unsicherheitsbereich
anzeigen fiir:
® Modell A

Modell B
Modell C

Fallzahlen

Q.T1* You are required to implement a new safety policy for your
workplace, for the week following Saturday, 11.03.2023. It is nec-
essary to base this policy on predicted values prior to knowing the
actual values. The choice of policies are intended as follows:

Choice of | Expected Value on 11.03.2023
Policy

Policy I 0 < Expected Value < 80,000

Policy I 80,000 < Expected Value < 90,000

Policy III 90,000 < Expected Value < 110,000

Policy IV Expected Value > 110,000
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Considering model A, what is the likelihood that the expected value
is>110,000, on 11.03.2023 so you are expected to implement Policy
IV.

Q.T2* I feel informed enough to answer the previous question.

O Yes
O No

Q.T3* What additional information would make you feel informed
enough to answer the question?

Q.T4* Given the same choice of policies as before, and consid-
ering model B, what is the likelihood that the expected value on
11.03.2023 is between 80000 and 90000, so you are expected to im-
plement Policy II.

Q.T5* I feel informed enough to answer the previous question.
O Yes
O No

Q.T6* What additional information would make you feel informed
enough to answer the question?

". ‘

Q.T7* Given the same choice of policies as before, and considering
model C, what is the likelihood that the expected value is < 80000
on 11.03.2023, so you are expected to implement Policy I.



Q.T8* I feel informed enough to answer the previous question.
O Yes
O No

Q.T9* What additional information would make you feel informed
enough to answer the question?

‘.. ‘

Q.T10* Please answer the following questions in reference to the
current task.

a.* How hard did you have towork O O O O
to accomplish your level of perfor-

mance?

(1: Very hard - 5: Not hard at all)

b.* How successful do you thinkyou O O O O
were in accomplishing the goals of

the task?

(1: Poor - 5: Good)

c.* Visual representation is not clut- QO O O O
tered

(1: Strongly disagree — 5: Strongly

agree)

d.* Visualization is aestheticallyde- O O O O
signed

(1: Strongly disagree — 5: Strongly

agree)
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