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The Medical Exploration Toolkit – An efficient support for visual
computing in surgical planning and training

Konrad Mühler, Christian Tietjen, Felix Ritter, and Bernhard Preim

Abstract—Application development is often guided by the usage of software libraries and toolkits. For medical applications, the
currently available toolkits focus on image analysis and volume rendering. Advanced interactive visualizations and user interface
issues are not adequately supported. Hence, we present a toolkit for application development in the field of medical intervention
planning, training and presentation – the MEDICALEXPLORATIONTOOLKIT (METK). The METK is based on rapid prototyping platform
MeVisLab and offers a large variety of facilities for an easy and efficient application development process. We present dedicated
techniques for advanced medical visualizations, exploration, standardized documentation and interface widgets for common tasks.
These include, e.g., advanced animation facilities, viewpoint selection, several illustrative rendering techniques, and new techniques
for object selection in 3d surface models. No extended programming skills are needed for application building, since a graphical
programming approach can be used. The toolkit is freely available. Well documented interfaces facilitate the extension of the toolkit.

1 INTRODUCTION

Software assistants for intervention planning, e.g., for surgery, inter-
ventional radiology or radiation treatment planning are a relatively
recent development. Surgical applications have special demands on
visualization and interaction. It is not sufficient to display and ana-
lyze slice data and to create volume-rendered images. Instead, an in-
depth analysis of the image data needs to be supported with appropri-
ate 3D interaction techniques and advanced visualization techniques.
With the MEDICALEXPLORATIONTOOLKIT (METK), we present a
widely applicable library for application development that closes the
gap between image analysis, processing, and basic visualizations on
the one hand, and the surgical needs concerning visualization and in-
teraction on the other hand. The METK is based on the image pro-
cessing and development environment MeVisLab [MeVisLab, 2008]
[Rexilius et al., 2006].

Visual computing in surgical applications requires to provide com-
prehensive patient related information, including visualizations of the
relevant anatomic and pathologic structures, and enabling a faithful
representation of the area around the pathologies. Moreover, measure-
ments, annotations, resection lines and other information may be im-
portant to directly support pre-interventional decisions. On the one
hand, flexible visualization and interaction is needed to cope with
the peculiarities of individual cases, but on the other hand, strong
guidance is desirable to avoid that surgeons are overwhelmed by
the facilities. Most of these information, e.g., measurements of the
structure’s extent can only be derived after the segmentation of rel-
evant structures. Visualizations based on pre-segmented structures
are mandatory for operation planning in many fields, due to a high
density of soft tissue structures with overlapping image intensity val-
ues. Thus, operation planning in the abdominal region (e.g., liver,
pancreas or kidney), the neck region, and orthopedic interventions is
preferably performed using isosurfaces in combination with the orig-
inal 2d slices, while in neuro surgery or in emergency cases still vol-
ume rendering of the original image data is preferred. Therefore,
the METK development focuses on surface-based visualizations of
segmented structures. The METK does not support the segmenta-
tion process, since many established segmentation techniques are in-
cluded in the underlying MeVisLab. Furthermore, several applications
(e.g., HepaVision for liver surgery [Bourquain et al., 2002] or Neck-
Vision for neck surgery [Cordes et al., 2006]) and service providers
[MeVis Medical Solutions - Distant Services, 2008] are available to
perform this task. The METK can import segmentation masks as well
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as surface nets of structures (e.g., in Open Inventor or STL format).
Open source and freely available toolkits are widespread in the

research application development. Using toolkits, application proto-
types can be build up quickly, reverting on ready-to-use basic func-
tions. In the medical domain, toolkits and libraries for image anal-
ysis and volume rendering are widely available [Caban et al., 2007],
e.g., the MITK [Wolf et al., 2005], 3dSlicer [Pieper et al., 2004] or
VolumeShop [Bruckner and Groeller, 2005]. However, they are dif-
ficult to program, since substantial C++ knowledge is required. The
METK supports an easier application building process for surgical ap-
plications, where no extended programming skills are needed, since
graphical programming in combination with script-based interface de-
sign and many visualization and interaction techniques (like automatic
viewpoint selection and animations) are employed. The METK is a
turn-key environment because all described functions are fully im-
plemented and basic applications in form of example networks and
datasets are provided with the METK.

The METK provides capabilities for application developers as well
as techniques that directly support the end user of such applications –
the surgeon. The METK differs from other toolkits in the following
ways:

1. Providing a large variety of relatively recent visualization and
interaction techniques as well as interface widgets and templates
for surgical operation planning.

2. Faster building of ready-to-use applications with more user
friendly interfaces than with most other available platforms,
while no extended programming skills are needed.

3. The open source and well documented data interface enables de-
velopers to easily extend the METK by new modules.

Outline

In Section 2 we present different surgical application scenarios and
derive requirements for surgical applications concerning visualization,
interaction, case management, and interface design. In Section 3, we
review related toolkits and work. In Section 4, we give an overview
of the key concepts of the METK and present the techniques that we
integrated in the METK. Furthermore, details with respect to new tech-
niques for 2d overlay visualizations, of advanced facilities for select-
ing objects in a scene with multiple semi-transparent objects, and of
facilities to reuse once defined visualization parameters are presented.
In Section 5 we describe how application building is achieved using
the METK and present some applications where the METK has been
successfully applied. In Section 6 we close with a summary and a view
on future developments.



2 REQUIREMENT ANALYSIS

Our development is guided by experiences in several fields of surgical
application development. Thus, we will present selected application
scenarios and derive requirements for surgical applications and their
development in this section.

Scenario 1: Neck dissections must be planned carefully. They are
carried out for patients with malignant tumors in the neck or head re-
gion to remove lymph node metastases. Depending on the broadening
of enlarged lymph nodes, only a few of them or a large part of the
neck including muscles must be resected. A lot of structures has to be
taken into account (e.g., vessels, muscles and up to 60 lymph nodes).
The surgeons must explore the distances of all larger lymph nodes to
vital structures of risk in order to judge if they are infiltrating vitally
important structures or if there is enough space to safely resect them
individually [Krueger et al., 2005].

Scenario 2: One application scenario in abdominal surgery is the
resection of tumors in the liver, kidney or pancreas which are rather
similar with respect to the demands on software support. Here, a tumor
or several metastases need to be resected out of the liver volume with
a specific safety margin. In difficult cases, this intervention requires
an intensive and detailed computer-based operation planning process.
The tumor and especially the surrounding vessels must be inspected
carefully in 2d as well as in 3d. The remaining liver volume must
be calculated with respect to vessel supply and drainage and under
supplied tissue needs to be adequately visualized in 3d as well as in 2d
[Preim et al., 2000].

Scenario 3: In spine surgery, small changes of the spine’s anatomy
can evoke symptomatic disorders for the patient. Hence, the spine
surgeon must inspect the spatial relations between nerval and spinal
structures as well as the relation of the spine to surrounding muscles,
vessels and glands. The surgeons need to place virtual needles and
implants in the spine region to plan different strategies for the access
route later in the intervention. Dedicated 3d visualizations can help
the planning surgeons to find such access routes without injuring im-
portant structures.

For all scenarios, the exploration of the dataset must be as fast as
possible in the clinical routine. Applications for presentations are of
utmost importance for collaborative intervention planning like tumor
board discussions, where a complex case is presented by one med-
ical doctor to initiate an interdisciplinary discussion to finally come
to treatment decisions. Due to the importance of such interventions
for patients, their consultation is essential and special applications for
demonstration purposes are crucial.

In general, surgeons are medical experts, usually with only modest
computer experience. They benefit from faithful spatial renditions of
the patient’s individual anatomy, but they usually have no special abil-
ities to explore and handle 2d and 3d data. From our experience with
surgical applications, we derive basic requirements for such applica-
tions:

1. Surgical applications must primarily support the surgeon’s
decision-making process.

2. Measurement capabilities must be provided to support, e.g., dis-
tance, volume, and angle measurements, since these measure-
ments are often closely related to surgical decisions.

3. Due to the importance of 2d slice data, 2d and 3d views of data
should be coherent and synchronized, while the exploration of
3d data must be supported in particular.

4. Important structures need to be emphasized, preserving the con-
text.

5. Dedicated techniques for special surgical fields should be pro-
vided (e.g., resection techniques for abdominal surgery, DTI vi-
sualization for neuro surgery, and multi-modal data visualization
for cardio surgery).

6. Since surgeons use computers only occasionally, they dislike
complex interfaces [Cordes et al., 2007]. Therefore, Commer-
cial companies provide applications with carefully designed,
highly visual user interfaces. Thus, pleasant user interfaces
should be provided.

Besides those requirements that an end user application must fulfill,
special requirements are necessary to support an efficient development
process:

• Ready-to-use applications should be created quickly. Thereby,
essential feedback of end users can be obtained in an early de-
velopment stage.

• The application building process should not require extended
programming, like implementing a lot of classes for application
behavior and interfaces in C++.

• Existing applications as well as new applications should be able
to be extended by new techniques, e.g., for special surgical re-
quirements, obtained from feedback or techniques from newer
visualization developments.

Even though there are many similarities of surgical applications,
every field of use has its special needs. Nearly all surgical applications
need an efficient case management and inter-application communica-
tion, advanced 3d visualizations of segmented structures and guidance
for their exploration. Measurement facilities are less important for
patient’s consultation, while resection techniques are primarily nec-
essary for abdominal surgery planning. Thus, a modular approach is
desirable where only required features are integrated in an application.

3 RELATED WORK

Since medical visualization and medical image analysis is a very active
field of research, several toolkits are available. We will discuss them
in this section with respect to the presented requirements.

For the fast generation of visualizations, [Bavoil et al., 2005] pre-
sented VisTrails. VisTrails is a publicly available pipeline-based envi-
ronment, where visualizations for many fields of use, like time-varying
data or diffusion tensor, can be created. The system also provides the
ability to reuse several parts of previous visualization pipelines using
visualization by analogy [Scheidegger et al., 2007]. VisTrails focuses
on the generation and exploration of singular datasets and does not
support an application building process quite well.

VolumeShop [Bruckner and Groeller, 2005] is a standalone proto-
type for the interactive direct volume illustration of single datasets.
Providing impressive facilities to create illustrations, it is very useful
for presentation purposes, where an artist creates singular aesthetic vi-
sualizations. VolumeShop also enables the testing and development of
new visualization techniques, because it is an open source system. But
extensive programming skills are needed. The main drawback is the
lack of support to build applications based on the presented visualiza-
tion and interaction techniques.

The 3dSlicer [Pieper et al., 2004] was used in a variety of research
applications, mainly in the field of neuro imaging. As the name im-
plies, the focus of the 3dSlicer lies on slicing 2d volume data. It only
provides some basic 3d visualization techniques.

The Medical Imaging Interaction Toolkit (MITK)
[Wolf et al., 2005] is a C++ framework that is build up on ITK
and VTK. It focuses on image analysis algorithms and interaction
support for the segmentation and registration of medical images.
The developers themselves state the MITK not intended to be ’an
application framework’.

JULIUS[Jansen et al., 2001] is a software framework that consists
of a core application which can be extended by plug-ins. It focuses on
the medical image analysis and provides algorithms for segmentation,
registration and intra-operative navigation. For visualizations VTK
is used, while no special visualizations for surgical applications were
mentioned.



A C++ toolkit specializing in intra-operative support is the Image-
Guided Surgery Toolkit (IGSTK) [Enquobahrie et al., 2007]. It sup-
ports the development of applications for interventional radiology pro-
cedures and image-guided surgery, where external tracking devices are
applied.

A closed framework for the visualization of multi-modal medical
images is presented by Manssour et al. [Manssour et al., 2001]. They
focus on segmentation and registration, but do not demonstrate how
individual applications can be created with their framework.

Another framework for medical image analysis is CAVASS
[Grevera et al., 2007]. It provides simple volume rendering and iso-
surface visualizations, while there is no dedicated support for appli-
cation development, since CANVASS is a fixed system that is only
extendable by its open source interface.

A recent development environment for fast visualization prototyp-
ing is the DEVIDE system [Botha and Post, 2008], which provides
substantial capabilities in accessing and changing code and underly-
ing dataflow networks during runtime. DEVIDE supports the devel-
opment of new visualization and segmentation techniques well.

SciRun [Weinstein et al., 2005] is a problem solving environment
that is based on dataflow networks consisting of single modules, e.g.,
for scalar and vector visualization, simulation, and image processing.
Also end user applications can be created, called PowerApps.

Amira [Stalling et al., 2005] is a commercially available object-
oriented extensible toolkit for scientific visualization. It provides
a wide range of analysis, simulation and visualization techniques.
Amira offers a visual programming approach where the dataflow
metaphor is used to connect several modules to a network. Even
though there are scripting and rudimental GUI facilities available in
Amira, one main drawback is the lack of support for application de-
velopment. Using Amira, no end user applications can be created.

MeVisLab [Rexilius et al., 2006] is a freely available rapid proto-
typing platform with many similarities to Amira and a broad overlap-
ping of functionality (see Bitter et al. [Bitter et al., 2007] for a compar-
ison of MeVisLab, Amira, SciRun and MITK), since all offer visual
programming and Amira and MeVisLab use Open Inventor. How-
ever, MeVisLab focuses on the medical domain and provides facilities
for application development, like higher definition language to design
application interfaces. ITK and VTK are also integrated in MeVis-
Lab and a memory efficient way of handling large image data volumes
is provided. Using a demand-driven scheduling, all calculations and
time and memory expensive operations are only performed for the part
of the data that is currently needed or visible. MeVisLab focuses on
medical image analysis and provides an extensive library for those pur-
poses. However, the provided features aim at handling single images
and objects, but have no special capabilities to handle whole cases.

The METK reuses virtually everything from MeVisLab, including
the MeVis library, the graphical network development paradigm and
the efficient memory management for handling large volume datasets.

In addition to modular toolkits for individual setups, there
are dedicated commercial volume rendering systems, such as
Barco’s VOXAR3D [Barco, 2008], the VolumeGraphicsLibrary
[Volume Graphics, 2008] or Kitware’s VolView [Kitware, 2008].

In essence, there are many supportive toolkits and frame-
works for medical image analysis and visualization. But
some of them are focused on the creation of singular im-
pressive visualizations (e.g., VisTrails [Bavoil et al., 2005], Vol-
umeShop [Bruckner and Groeller, 2005]), some of them focusing on
medical image analysis (e.g., MITK [Wolf et al., 2005], 3dSlicer
[Pieper et al., 2004]), and only some of them allowing to build up own
standalone applications (e.g., SciRun [Weinstein et al., 2005], MeVis-
Lab [Rexilius et al., 2006]). To the best of our knowledge there is no
toolkit or framework to create efficient medical applications with high-
end visualizations, adequate interaction techniques and user interfaces
guidance.

A very short and preliminary report on the METK presented
here will be presented as a software demo on a national workshop
[Tietjen et al., 2008]. Techniques which have only mentioned in the
short workshop paper are described here in detail for the first time.

4 THE ARCHITECTURE OF THE METK

In the MEDICALEXPLORATIONTOOLKIT each function is encapsu-
lated in a module. Using MeVisLab’s visual programming environ-
ment, modules can be freely combined in a dataflow network to build
up individual applications with an individual feature profile. This al-
lows the developer to design applications that support the individual
workflow of different surgical intervention planning processes in an
efficient and fast manner.

All functions are organized in three layers: the data management
and communication layer, the visualization layer, and the exploration
layer (see Figure 1). The lowest layer imports the case data and pro-
vides data management functions. The visualization layer comprises
viewer classes and special rendering modules, whereas basic viewer
classes and the volume rendering are reused from MeVisLab. All high-
end interaction and exploration techniques that are necessary to create
powerful surgical applications are available from the exploration layer.
The layers and their provided functions will be described in the next
sections.

Data Management and Communication Layer

Smooth Isosurfaces and Vessel 

Visualizations
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Segmentation Masks
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Fig. 1. Layer structure of the METK. A large variety of different visual-
ization and interaction techniques as well as case management facilities
and user interface widgets can be freely combined to build up individual
surgical applications.



4.1 Data Management and Communication Layer

The database layer contains functions for case data management, inter-
application communication and 3d isosurfaces generation. The METK
can load and handle a wide range of medical CT and MRI image for-
mats, including RAW and DICOM. Additionally, segmentation masks
can be loaded to automatically generate 3d isosurfaces. This oper-
ation must be performed only once, since the isosurfaces are stored
for further loadings of a case. Depending on the type of structures,
different algorithms for generating the isosurfaces are used. In most
cases, marching cube in combination with a constrained elastic sur-
face smoothing, which was determined to be the best algorithm for
most medical structures [Bade et al., 2007], is applied. For vessels we
use a model-based surface reconstruction that respects the thin and
branching structure of vessel trees [Hahn et al., 2001]. Besides seg-
mentation masks, also surface nets of structures and secondary objects
(like medical probes) can be imported. The METK provides facilities
to convert cases segmented with other tools like ITK.

Case and cache management. To reduce the memory require-
ments and to speed up the whole process of loading and exploring a
case, we integrated an efficient case management in the METK. Each
structure and each image stack is only loaded once and distributed vir-
tually in the application network. Even if the structures are visualized
with different techniques in different viewers at the same time or if an
image stack is browsed in a 2d viewer and a 3d viewer simultaneously
(see Figure 8), it will only be maintained once in the application cache.

Communication and synchronization. Besides the data manage-
ment, the METK provides a communication structure between all
modules. Events can be sent between specific modules for a direct
inter-module communication and be broadcasted to reach all modules.
Therefore, all changes of underlying data and parameters are com-
municated to all modules ’listening’ to those parameters, so they can
adjust their own parameters, data, and visualizations. This leads to
identical visual properties of all structures in all viewers and widgets
and thus to a consistent view of all data.

Another information, communicated automatically in the METK,
is the currently selected structure. Hence, a synchronized view in dif-
ferent viewers can be provided. If the user selects a structure in a 3d
viewer, all 2d viewers can display the suitable slice for this structure
and vice versa. If the user picks a structure in a 2d slice, it can be
emphasized in all 3d viewers, moving the camera automatically to a
good viewpoint on this structure (see Section 4.3).

The synchronization of parameters also enables the usage of syn-
chronized 3d viewers. Different 3d viewers can be automatically syn-
chronized in the METK by synchronizing its camera parameters (po-
sition, orientation etc.). This can be used to explore different datasets
from the same viewpoints, to compare different intervention strategies
for one patient or to compare pre- and post-operative data.

Multi-coded segmentations. Usually, each segmentation mask,
representing one structure, is stored in a single file. This is inefficient
in case of memory and performance. Storing all segmentation masks
in one image stack can overcome this problem. However, one voxel
of an image may belong to more than one structure, when structures
overlap each other. For example a voxel in the liver tissue may belong
to a tumor and the liver tissue itself. Thus, we cannot assign one label
to each structure for the resulting segmentation mask of all structures.
A straightforward approach is to assign each structure to one bit of a
8 byte voxel value. But this approach is limited by the number of bits:
in our example, only 64 labels could be stored in a 8 byte value. Since
in real data, only a small subset of all possible combinations of over-
lapping structures occur, we developed a more efficient solution: the
multi-coded segmentation masks (MCSM).

An MCSM contains all segmentation masks of all structures of a
case. Each combination of labels of a voxel that appears in the data
is encoded with a distinct voxel value (see Figure 2). For example all
voxels simultaneously belonging to the liver tissue and the hepatic vein
(and to no other structure) are assigned one unique voxel value. The
mapping of voxel values to structure lists is stored separately in the
case data. An MCSM is created by sequentially adding one segmen-
tation mask after another. If a new combination of voxel labels occurs
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Fig. 2. Multi-Coded segmentation masks. Segmentation masks of
single structures are sequently added to the MCSM. For each struc-
ture all values of voxels that belongs to the structure are stored sepa-
rately. Thus, many segmentation masks of overlapping structures can
be saved in one MCSM.

at a voxel position, a new number is assigned to this combination. Af-
ter all single segmentation masks were added to the MCSM, it can be
used e.g., as an efficient base for colored overlays. The upper bound of
264 labels will never be reached with medical datasets, since even the
theoretical case that in a dataset of 5123 voxels each voxel represents
another combination of structures is covered by the MCSM.

4.2 Visualization Layer

In the visualization layer, all actions are performed that are necessary
to provide basic and advanced 3d visualization techniques to the user.

Based on the isosurfaces stored in the cache, a material is assigned
to each structure to achieve appealing isosurface visualizations. Im-
portant structures are visualized with a high opacity or with a silhou-
ette. Thus, they are still visible as context structures, but do not hide
the view onto important structures.

For volume rendering the METK employs the GigaVoxelRenderer
[Link et al., 2006], which is integrated in MeVisLab. It enables the
tagged volume rendering of segmented structures. Thus, different
structures can be visualized with different transfer functions. By rea-
son of consistency, the colors of structures are the same as in its isosur-
face visualization. To visualize unsegmented tissue, a global transfer
function can be applied and the volume rendering can be combined
with the isosurface visualizations.

Advanced 2d visualizations. The basic problem of the slice-based
visualization, namely the lack of an overview in cross-sectional im-
ages, has been tackled with a 2.5D approach to provide the essential
information, the LIFTCHART [Tietjen et al., 2006a]. A narrow frame
attached next to the cross sectional image represents the overall extent
of slices in the volume dataset. The top and bottom boundary of the
frame correspond to the top and bottom slice of the dataset (see Figure
3). Each segmented structure is displayed as a bar at the equivalent
vertical position inside this frame. Upper bars correspond to higher
structures in the body. Different arrangements of the bars are possi-
ble, e.g., condensing all structures of the same type into one column.
The currently displayed slice of the volume dataset is depicted by a
horizontal line in the LIFTCHART widget (see Figure 3).

To support the correlation between structures in 3d scenes and 2d
slices, structures can be visualized in 2d slice data as colored and semi-
transparent overlays, so the underlying gray values are still visible. If
more than one structure should be displayed at the same voxel position,
the combined color can be calculated in different ways:

1. Only the color of the most important structure is chosen.

2. A weighted mixture of all colors of the overlapping structures is
calculated.



(a) (b)

Fig. 3. LIFTCHART. 3(a) LIFTCHART in a 2d viewer and the corre-
sponding dataset in 3d 3(b). The location of different structures in the
slice stack can be identified by their color. Selecting a structure in the
LIFTCHART selects the corresponding slice in the viewer. Furthermore,
safety margins are depicted with red and yellow.

3. Application-dependent overlapping regions can be emphasized
separately in dependency of involved structures, e.g., the infil-
tration of lymph nodes in a muscle can be colored red with a
silhouette, even if this visualization style does not appear in one
of the two structures.

The calculation of the overlays is performed based on our multi-
coded segmentation masks.

Safety margins are essential for the intervention planning and in-
traoperative navigation. Therefore for all structures at risk, a 3d Eu-
clidean distance transform is performed. Depicting important distance
thresholds (e.g., yellow and red) turned out to be appropriate. The
distances may be displayed in 2d as well as in 3d. In the 2d view,
silhouette lines as halos are drawn at the important distances. In 3d,
unicolored surfaces are drawn on structures visualizing the range of
distance to critical structures, e.g., lymph nodes to vessels and mus-
cles (see Figure 3(b)).

Illustrative visualizations. As known from many anatomic
books, context structures are mostly drawn stippled or with a sil-
houette. Those techniques were adapted for medical structures
[Baer et al., 2007] and we provide it in the METK.

The visualization layer also provides several viewers. 2d viewers
can display slices in many ways: singular or in a multi-slice view,
where axial, sagittal, and coronal as well as free multi planar reforma-
tions can be shown. 3d and 2d viewers can be freely combined in an
arbitrary number and arrangement.

4.3 Exploration Layer
To support the exploration process, we provide several techniques, in-
teraction facilities and interface widgets.

Animation. To guide the user as well as to provide smooth tran-
sitions between different viewpoints and visualization styles, we inte-
grated the animation framework developed by [Muehler et al., 2006].
Using an adaptive script language, one script with an animation de-
scription can be reused for many similar cases in an application, pro-
viding that segmentations results are stored and named in a standard-
ized way. The script-based animations can also be used in an inter-
active application to guide the user’s exploration process. Selected
structures can be approached due to automatic camera flights, and ap-
pearance changes can be smoothly translated to preserve the user’s
orientation. The flexibility of the animation facilities enables the
usage of advanced animation techniques like story telling principles
[Wohlfart and Hauser, 2007]. Thus, applications based on the METK
can provide both interactive animations in real time for exploration
support, and rendered videos for presentation and interdisciplinary dis-
cussions like in a tumor board.

Viewpoint selection. Animations are enhanced by a ded-
icated viewpoint selection technique for multi-object 3d scenes
[Muehler et al., 2007] that has been applied in several intervention
planning tasks. Finding good views on single structures or groups

of structures is essential for an automatic guided exploration. After
selecting a structure, the camera position is transformed automatically
to a good view on this structure. The quality of a viewpoint is affected
by many parameters. The structure should be visible to a maximum
extend. A good viewpoint should be stable, i.e., minor rotations must
not completely hide the selected structure. Medical doctors of differ-
ent medical professions have different preferred regions to look at a
3d scene of segmented structures. Thus, the preferred region is also
an important parameter for viewpoint estimation. These and other
parameters are considered by our viewpoint selection technique. As
discussed in [Muehler et al., 2007], relatively good presets for certain
application scenarios may be defined. Thus, no further justification is
necessary during the usage.

Good viewpoints are employed under several circumstances in the
METK. They are used to generate standardized views for documen-
tation (in combination with other standardized visualization parame-
ters). If the user picks a structure from a list or from the viewer, the
camera can be automatically moved to the best viewpoint of the struc-
ture.

Camera paths. To produce appealing and non-destructive camera
paths by moving the camera from one viewpoint to another, we devel-
oped and integrated a set of different path algorithms in the METK. To
preserve the orientation on long distance movements of the camera, we
zoom out to a global view on the scene in the first part of the panning
process and zoom into the target structure at the end of the flight. We
also make camera movements more appealing by slow acceleration at
the beginning and the end instead of abrupt speed changes.

Measurement tools [Preim et al., 2002] are also integrated, e.g.,
for distances measurements and its appropriate visualization by means
of arrows. The proposed measurement tools are extended by automatic
measurement facilities for computing minimal distances between two
structures and by calculation of a structure’s volume.

Key states. For presentation purposes, interdisciplinary discus-
sions, or patient consultation several views and visualizations of the
explored data needs to be saved. Instead of only saving screenshots,
we introduce the concept of key states. In a key state, all information
about a scene and its visualization is stored. This includes camera pa-
rameters as well as visualization properties. Thus, a complete state of
a visualization can be restored later for further explorations or demon-
strations. Since key states are stored in the case data, they can be
transfered from one application (e.g., a surgical planning software) to
another (e.g., an application for patient consultation). Naturally, key
states can also be exported as screenshots for usage in documents or
presentations.

Usually, a surgeon creates a couple of key states during a planning
process (see Figure 4). In combination with our animation facilities,
videos can be created automatically from a set of key states, where
smooth transitions between the key states are computed automatically.
Those videos are used to teach other surgeons for example. Key states
can also be used to define presets. Applying a once defined key state
to a new case with similar structures, those structures are visualized
with the same properties as they where stored in the key state.

Undo. One important feature, especially for surgeons who are in-
experienced in 3d exploration and mouse-based navigation, is an undo
function for 3d scene manipulations. In the METK, after every per-
formed action (e.g., a camera movement or a visualization change) the
state of the whole scene is stored in a key state. Changes performed
in a very narrow time range (e.g., automatic changes of the visualiza-
tion) are combined in one key state. The user can return to arbitrary
steps. In combination with the animation facilities of the METK, from
a set of (undo) key states videos can be generated automatically. Those
videos can be used for demonstration purposes or for the illustration
of the exploration process for educational purposes.

Object selection. We provide several new techniques to select ob-
jects in 3d scenes with many objects of different transparencies. In
such scenes the selection is ambiguous, if there is more than one ob-
ject in the picking ray. The simplest approach to disambiguate the
selection is always to select the first object in the pick ray. However,
if this object has a high transparency, the user probably wants to select



Title:

Overview

Comment:

Liver tissue with portal veins and suspected metastases

Title:

Liver territories

Comment:

Affected territories for two central metastases

Title:

Resection volume

Comment:

Suggested resection volume for one metastasis

Fig. 4. Key states. Several key states that were created for planning a
liver operation. The surgeon stored the key states together with a title
and a short comment.

another object behind. In complex medical scenes, some objects are
completely enclosed by others, so they are never the first object in the
pick ray. For example in liver surgery, the liver tissue always encloses
nearly all other structures like vessels and tumors (see Figure 5(a)).

We developed a procedure to automatically select an object, after
the user clicked on the scene. It is assumed that the user points the
mouse consciously. That means, when the mouse cursor is placed over
a very large and a very small object, he or she placed it deliberately
over the small object. Furthermore, it is assumed that the perception
of very transparent objects is less than the perception of more opaque
objects. To identify the desired object, the algorithm proceeds as fol-
lows: All objects hit by the pick ray are determined and sorted by the
depth-distance of their intersection point. Only objects, which are lo-
cally visible by at least 10% are taken into account. As a next step,
the size of the projected bounding box on the viewport of all objects
and the transparency degree of the single objects is determined. The
impact of transparency and the projected bounding box size are ad-
justable, to consider different types of scenes (e.g., scenes with objects
of rather equal size). The object with the highest rating is selected at
the end. Thus, for example opaque structures behind structures with
a high transparency are selected. The algorithm reveals its limitations
when a transparent structure is totally underlaid by an opaque struc-
ture with a similar size (see Figure 5(b)). In such cases, at all points
the user picks the transparent sturcture, the opaque one in the back-
ground is selected. Therefore, we provide two interaction techniques
in the METK. The first allows the user to scroll between all structures
in the pick ray, using the mouse wheel or the cursor keys. Starting
with the most presumably structure the user can scroll stepwise back
and forth. The currently selected structure will be clearly emphasized,
using a large silhouette and an opaque color. The second selection
technique offers a list of all structures in the pick ray directly at the
cursor position, like a popup menu, so the user does not need to de-
focus from the scene. We extend the list of textual structure names
by pictorial representations of the structures. However, this technique
aims at experienced users who know all structures by name (see Figure
6(a)).

Object manipulation. Even if users adjust the appearance of a vi-
sualization globally by selecting a preset, they might want to adapt the
appearance of single structures individually. We provide some GUI
widgets that can be integrated in a panel or window to adjust all visu-
alization parameters like color, transparency or silhouette width. But
we also provide an exploration technique, where the user can easily

(a) (b)

Fig. 5. Object selection. In 5(a) the selection of inner structures like
vessels is made possible in the first place, while in 5(b) the transparent
oesophagus in front of the opaque spine cannot be selected automati-
cally.

(a) (b)

Fig. 6. Fast exploration popup menus. 6(a) All structures in the pick
ray are presented as a fast accessible list to the user. 6(b) For quick
parameter manipulation, a context popup is presented right to the cursor
position.

adjust the most important parameters directly in the viewer. By right
clicking on a structure, a popup menu appears at the cursor’s position
in the focus of the user and provides a slider for transparency, a color
selector as well as the possibility to hide the picked structure. The
provided list of parameters can be adapted and extended for individual
application requirements. In some cases it might be useful to provide
a button to request further information of the structure or a button to
add this structure to a list (see Figure 6(b)).

Graphical application interface. For a fast and efficient applica-
tion development, predefined widgets for common and recurrent tasks
are provided, e.g., lists to select structures or to change their visibility.
We provide panels to change the visualization parameters of structures
like color, transparency or silhouette width, efficiently.

Feedback from surgeons using our applications clearly revealed
that a rather low level of flexibility is needed and guidance is con-
sidered essential. Surgeons want clear and easy to understand inter-
faces [Cordes et al., 2007] instead of interfaces, overloaded with pa-
rameter sliders and value inputs. They want to get ’the best’ visu-
alization for the current task or medical question automatically or at
the utmost selecting a well defined preset from a small list of choices.
We support this, e.g., with our key states and the animation facili-
ties. Furthermore, we also provide ready designed sample interfaces
as templates for surgical applications that were approved by evalua-
tion [Cordes et al., 2007] and by many interviews with our medical
partners.

5 APPLICATION DEVELOPMENT WITH THE METK

Since the METK is an extension of MeVisLab, all METK applications
can be build up by creating networks of modules in a visual program-
ming environment. The interfaces are defined script-based. Thus, no
extended programming skills are needed to create applications using



Fig. 8. NeckSurgeryPlanner. The NECKSURGERYPLANNER is an ap-
plication to support the operation planning for neck dissections. To pro-
vide deep insight in the original 2d data as well as in the segmented
3d structures, 3d and 2d views are used synchronized. On the left, a
browser for enabling and disabling structures and key state previews are
provided.

Fig. 9. LiverSurgeryTrainer. The LIVERSURGERYTRAINER is an ap-
plication to teach abdominal surgeons the planning workflow for liver
resection and living liver donor transplantations. The application layout
contains only a few widgets.

the METK features. This quickly yields to applications that a surgeon
can use (see Figure 7). Our experiences show that important feedback
is given by surgeons only after they tried first functional prototypes.
Thus, this stage should be achieved fast.

To extend the functionalities of the METK or to supplement exist-
ing functions, there are basically two options for developers: They can
implement simple functions, like a patient data management or widget
panels in modules, written in the script language Python. Advanced
and especially performance critical issues can be implemented in C++
libraries. Since this is, for example, only necessary for new visual-
ization techniques like DTI visualization, this does not contradict the
supposed low programming skills that are needed to build up ready-
to-use applications with the METK.

Several full-fledged applications were designed with our toolkit.
Using the METK, a training system for liver surgeons was devel-
oped, the LIVERSURGERYTRAINER [Bade et al., 2006] (see Figure
9). The LIVERSURGERYTRAINER was evaluated in a comprehensive
evaluation [Cordes et al., 2007]. The feedback from the surgeons in-
spired several refinements of the METK. For neck surgery planning the
NECKSURGERYPLANNER was developed [Tietjen et al., 2006b] (see
Figure 8). It supports the decision-making process for neck dissec-
tions.

6 CONCLUSION AND FUTURE WORK

We presented an extensive toolkit for surgical application development
– the MEDICALEXPLORATIONTOOLKIT. It was shown that, using the
METK, applications that fulfill surgical requirements of exploration
support and visualization techniques, can be build up quickly. Intro-
ducing the multi-coded segmentation masks, we provide an efficient
way to store multiple overlapping segmentation masks in one mask,
supporting colored overlays in 2d. With our animation facilities, the
viewpoint selection as well as our new support for object selection, we
provide a substantial guidance for the exploration of 3d scenes.

Currently, we are working on bridging the gap between pre-
operative planning software and intra-operative usage of the planning
results. We plan to adapt selected techniques like the automatic view-
point selection for an intra-operative use, since there more guidance in
3d exploration is needed, due to the special surrounding.

Our experiences with automatic techniques like the object and
viewpoint selection showed that more semantic information about the
importance of structures and their relations into the visualizations
needs to be integrated. Therewith, the presented context to structures
of interest or the intended user interactions can be adjusted in a more
appropriate manner.

Due to the open structure and the free availability of the
METK, many existing visualization and interaction techniques
can be integrated, e.g., more sophisticated vessel visualizations
[Schumann et al., 2007]. The METK does currently not provide spe-
cial techniques for neuro surgery like DTI or for cardio vascular diag-
nostics like multi-modal visualizations.

One aim for the future is to detach the functionalities for anima-
tion, viewpoint selection and illustrative visualization to offer them to
a wider community and other fields beyond surgical applications.
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