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Abstract

For complex interventions, such as stenting of a cerebral aneurysm, treatment planning is mandatory. Sketching can support the

physician as it involves an active involvement with complex spatial relations and bears a great potential to improve communication.

These sketches are employed as direct annotation on 2D medical image data and print outs, respectively. Annotating 3D plan-

ning models is more difficult due to possible occlusions of the complex spatial anatomy of vascular structures. Furthermore, the

annotations should adapt accordingly to view changes and deforming structures.

Therefore, we developed the FAUST framework, which allows creating 3D annotations by freely sketching in the 3D environ-

ment. Additionally to generic annotations, the physician is supported to create the most common treatment options with sketching

single strokes only. We allow an interactive unfolding of vascular structures with adapting annotations to still convey their meta

information. Our framework is realized on the zSpace, which combines a semi-immersive stereoscopic display and a stylus with

ray-based interaction techniques.

We conducted a user study with computer scientists, carried out a demo session with a neuroradiologist and assessed the perfor-

mance. The user study revealed a positive rating of the interaction techniques and a high sense of presence. The neuroradiologist

stated that our framework can support treatment planning and leads to a better understanding of anatomical structures. Our perfor-

mance evaluation showed that our sketching approach is usable in real-time with a large number of annotations. Furthermore, our

approach can be adapted to a wider range of applications including medical documentation.
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1. Introduction

For clinical treatment planning, physicians need to obtain

a spatial understanding of the patient’s anatomy and patholo-

gies [1]. Parameters such as shape, volume and spatial relation-

ships of structures have to be considered [2]. Software assis-

tants support the physician in medical practice to reliably and

efficiently carry out special tasks [3]. Such medical issues com-

prise access planning, resection and implant planning. Here,

the assisting software may provide the possibility to annotate

pathologic variations and visualize treatment options [1, 4].

Such sketched annotations are beneficial to communicate and

elaborate complex treatment strategies without the necessity to

draw precisely and accurately [5]. However, annotations on 3D

image data are usually drawn image-based [6], which causes

problems when physicians change the view and annotations do

not adapt accordingly. A common solution is recalculating the

position in the image domain [7], which introduces difficulties

during relocation of annotations reasoned by disturbing non-

continuous motions [8]. Furthermore, a mental and algorithmic

combination of the 3D model and the image domain compris-

ing the annotations has to be carried out. In our FAUST frame-
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work, we allow to create annotations directly in object space

as 3D sketches. Hence, we bring together 3D sketching with

computer-assisted surgery planning. We pin the annotations to

the 3D model. Thus, our annotations still convey their meta

information on dynamic medical data, such as time-varying or

unfolding data. 3D sketches are usually used and appreciated

in product design [9, 10, 11], which takes advantage of stylists’

skills, acquired through training over time [9]. However, for

physicians the annotation of medical structures in 3D with com-

plex treatment options can be laborious and includes the risk of

not achieving the desired result. Therefore, our FAUST frame-

work assists the physician in different ways:

• the physician can create generic annotations as well as the

most common treatment options by sketching and com-

bining center lines only,

• an optional geometric constraint that allows for a direct

projection of the sketch on the surface model,

• a semi-immersive system combining a stereoscopic dis-

play with head tracking to support depth perception, and

• the 3D sketching, realized with a six degrees of freedom

(6DoF) stylus and ray-based interaction techniques.



We decided to use the semi-immersive 3D User Interface

(3DUI) zSpace instead of a fully immersive system, because

it is less intruding to the typical workflow of a physician but

still provides important depth cues such as motion and binocu-

lar parallax.

As an example of a spatially complex vascular structure,

we chose the Circle of Willis (CoW), which comprises a circu-

lar combination of arteries supplying the brain and surrounding

structures (see Figure 1). Beneath the clinical importance, the

CoW is well suited for our approach for two reasons. First, it

includes many different sub-structures, which results in a va-

riety of access paths and treatment options. The possibility to

freely annotate supports the visualization of different treatment

plans. Second, the CoW is represented either in its real, self-

occluding 3D anatomical state or as a simplified 2D illustration.

To maintain a mental representation of both states including an-

notations, an interactive and seamless transition can support the

physician.

The evaluation of our framework has three parts. First,

we conduct a user study to reveal usability problems and to

quantify the sense of presence. Presence is a measure to as-

sess immersion, and thus, an indicator of how beneficial the

semi-immersive system is. Second, we carry out an intensive

demonstration session and unstructured interview with an ex-

perienced neuroradiologist. Third, we assess different perfor-

mance aspects, i.e., the necessary calculation time to attach an-

notations to the CoW as well as the frame rate during inter-

action and unfolding. The average ratings of the interaction

techniques, usability and presence yield positive ratings. The

results of our interview indicate that our framework improves

the spatial overview of vascular structures and supports the un-

derstanding of anatomical structures compared to angiographic

2D images. Regarding the performance evaluation, we achieve

real-time frame rates for the attachment of annotations and dur-

ing interaction with a high number of annotations.

Our paper is organized as follows: Section 2 provides a

short medical background. Here, the CoW is described in more

detail and a medical application scenario is motivated based on

an interview with a neuroradiologist. Section 3 summarizes

related work in the fields of annotations in combination with

sketch-based interfaces, unfolding of medical data and anima-

tion of 3D structures. In Section 4, the preprocessing steps

to convert the medical data in a planning model are described.

Based on this model, the unfolding procedure is explained. Sec-

tion 5 presents our FAUST framework containing input and

output devices as well as interaction techniques. Section 6

summarizes the evaluation, Section 7 discusses challenges to

integrate the framework into clinical routine and Section 8 con-

cludes our paper.

2. Medical Background and Application Scenario

Diagnosis and treatment of cerebrovascular diseases is a

frequent and challenging task in clinical practice. The treat-

ment of cerebral vessels requires in-depth knowledge of patient-

individual morphology. The central part of the cerebral vessel

(a) (b)

Figure 1: The blood supply of the brain is maintained by the anterior and

the posterior cerebral circulation (a) and the CoW (b) as backup circulation

(adapted from illustrations from Gray [12]).

system is the CoW (see Figure 1). It comprises a circular com-

bination of arteries supplying the brain and surrounding struc-

tures. Its formation allows for bypassing the blood flow in case

of a blocked artery. However, the anatomical manifestation of

the arteries underlies strong, patient-specific variations with re-

spect to shape and length [13]. Furthermore, there are several

CoW configurations where some arteries are underdeveloped or

completely missing. Therefore, the CoW is an excellent exam-

ple for the challenging and complex 3D anatomy.

For an in-depth understanding of our application scenario,

we interviewed a neuroradiologist (co-author of this paper) with

more than 20 years of professional experience. We stated ques-

tions regarding endovascular treatment of cerebral aneurysms,

i.e., saccular dilatations of cerebral arteries. Regarding the

cause of aneurysms, some risk factors are identified. For ex-

ample, in 10 % of the cases, the afflicted patients have a ge-

netic predisposition. Aneurysms bear an annual chance of 1 %

to actually rupture [14], resulting in death or permanent dis-

ability in more than 40 % of the cases [15]. Overall, approxi-

mately 2 % to 5 % of the entire population is affected by cere-

bral aneurysms [14, 16]. Treatment is usually carried out via

surgical clipping or endovascular therapy. The first one aims at

a closure of the aneurysm neck with a clip. Endovascular ther-

apy includes the deployment of stents and flow diverters, which

redirect the cerebral blood flow yielding a decreased blood

flow in the aneurysm. Another therapy is endovascular coiling,

where small wires are placed inside the aneurysm to promote

blood clotting and a possible occlusion of the aneurysm. Stent-

ing and coiling are also be used in combination. The choice of

treatment is based on several criteria, e.g., location, shape and

size of the aneurysm. Furthermore, treatment methods vary in

aspects such as the used access path as well as different clip

sizes, stent lengths and coil types. We account for the huge

variety of different parameters and configurations by letting the

physician sketch freely, and thus, allow him to take into account

even special cases.

An example for such a special case are unruptured

aneurysms with increased neck sizes. The large neck sizes are

not suited for plain or balloon-assisted coiling. They frequently

require stenting to protect the parent vessels permanently. Even
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Figure 2: Illustration of Y-stenting, where two stents are inserted.

two stents may be necessary in aneurysms arising at a bifur-

cation. Here, Y-. X- or T-stenting procedures are performed

(see Figure 2). For Y-shaped stents (also called kissing stents),

two guide wires are carefully positioned such that the two stents

can be released alternatingly. Therefore, the patient-individual

anatomy must be analyzed, which often involves the acquisi-

tion of 3D digital subtraction images to overcome superimposi-

tion in the 2D angiography image data. Special care is required

to prevent hampering of the blood supply by blocking branch-

ing arteries. Furthermore, both stents should end at the same

position and should be adapted to the patient-individual vessel

diameter. To further reduce the aneurysm’s inflow and to pro-

mote blood clotting and a possible closure, coils are deployed

after the Y-stenting. The treatment planning involves a thor-

ough evaluation of the patient-specific CoW’s spatial anatomy.

More important, the aneurysm and the direct surroundings have

to be analyzed.

We developed the FAUST framework to support the clini-

cian with free-form sketching. With the possibility of 3D anno-

tations, various options are considered, e.g., different stent con-

figurations, coil lengths and access paths. The framework also

favors the evaluation of patient-specific spatial anatomy and can

reveal branching arteries.

3. Related Work

This section comprises related work of labels as a form of

annotations in immersive environments as well as sketch-based

interfaces. Additionally, we describe how curved structures

from medical image data are unfolded. Lastly, animations are

discussed for a seamless blending of structures from their orig-

inal, curved shape to a flattened one.

Annotations in medicine are primarily used as textual labels

to support education [17]. They are either visualized as inter-

nal labels on the structure’s surface or beneath them as external

labels [18]. Recently, labeling approaches were used in immer-

sive environments. Tatzgern et al. [19] use automatically placed

labels in an augmented reality to annotate 3D structures with

images and texts. Nowke et al. [20] use automatically placed

labels in a CAVE (cave automatic virtual environment). In con-

trast, an interactive positioning of labels avoids the usage of a

complex label layout algorithm, but introduces challenges re-

garding user interaction. An example of interactively placed

annotations is the work from Assenmacher et al. [21]. They

present a framework for various types of annotations including

different input and output metaphors. The comparison of Mad-

sen et al. [8] shows that directly placing annotations in object

space instead of image space leads to the best performance for

label location tasks. Our goal is not only to locate existing an-

notations, but also to create them in object space.

Sketching is related to labels in terms of enriching medical

data with meta information. For example, sketching is used as

an intuitive interaction technique to annotate medical reports [6]

or to segment structures in 2D image data [22]. In clinical prac-

tice, sketching is also an easy supplement for patient education

or interchange with the medical staff. Another possibility is

using Sketch-based Interfaces for Modeling (SBIM) [23] to di-

rectly create medical structures, e.g., branching vessels with in-

tegrated blood flow [24]. Fleisch et al. [9] describe a 3D sketch-

ing environment and try to close the gap between 2D sketching

and 3D modeling in an immersive environment for designers.

They present techniques for creating and modifying 3D curves,

such as stroke splitting and oversketching. Saalfeld et al. [25]

use a semi-immersive environment to sketch different vascular

structures for medical education. Wang et al. [26] and Jack-

son et al. [27] combine 2D sketching and an immersive envi-

ronment. The former work allows freehand sketching for car-

toonists on a virtual, user-definable 3D canvas, i.e., the user is

restricted to a virtual plane. The latter work allows users to im-

port existing 2D sketches and interactively lift 2D curves into

space to create 3D structures. In our previous work, we pre-

sented the concept to sketch treatment methods directly on 3D

structures [28]. Perkunder et al. [11] investigated differences of

2D and 3D sketching for modeling in a study. There, sketch-

ing in a 3D environment was perceived more stimulating and

attractive than under 2D conditions.

Curved tubular structures, such as blood vessels, bronchi

or the colon, are of high interest in medicine. For the assess-

ment of these structures, tomographic image data is acquired.

However, the necessary information rarely lies in a single image

plane, which motivates the unfolding of these structures. An es-

tablished technique for this limitation is Curved Planar Refor-

mation (CPR) [29]. Here, the center line of the tubular structure

is derived and flattened. The flattened structure is then mapped

into a new, single image providing its longitudinal view. There

exist several adaptations of the CPR which focus on specific

structures. For example, Williams et al. [30] introduced an ex-

tension which is suitable for large, hollow structures such as

the trachea or the colon. To investigate the whole tubular struc-

ture with these two methods, the visualization has to be rotated

around the central axis. An approach to aggregate these rotated

images in one image was suggested by Mistelbauer et al. [31].

All these techniques allow a depiction of the unfolded structures

in an additional 2D view. However, the task to mentally transfer

the distorted unfolded image to the 3D volume rendering view

is left to the physician. Neugebauer et al. [32] solved this by

embedding a 2D projection of a cerebral aneurysm surface as

contextual information around the 3D visualization. Another

approach is used by Vilanova et al. [33]. They integrate the

unfolding directly into the 3D volume rendering by using the

center line of a colon to flatten it for virtual endoscopy. Our so-
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lution is based on this idea. However, instead of visualizing the

unfolded structure only, we allow the physician to seamlessly

blend between the original and unfolded 3D representation in

an animated, interactive manner.

To visualize the seamless transition of the original to the

unfolded representation, animations may be used. In general,

there are two possibilities to represent the animation of 3D

meshes: keyframe and skeletal animations [34]. In keyframe

animations, several sequences of the same but deformed mesh

are stored. For the animation, the sequences are played con-

secutively. This approach is memory-intensive since each mesh

has to be loaded during animation. Furthermore, the final re-

sult depends on the amount of keyframes, which have to be

hand-crafted in a time-consuming process. Therefore, we use

skeletal animation, which strongly simplifies the animation pro-

cedure and is supported by a wide range of development frame-

works. In skeletal animation, the original surface representation

is provided with a skeleton represented by a set of intercon-

nected bones. As a skeleton, the center line can be employed.

Here, each line segment of the center line becomes a bone of the

skeleton. In contrast to keyframe animation, the vertices of the

surface are not animated directly. Instead, in a process called

skinning, every vertex is assigned to one or multiple bones with

a specific weight. The weight determines how strongly each

bone influences a specific vertex. Now the bones are animated

and the vertices are transformed accordingly. The results can

lead to intersection and distortion artifacts. These are addressed

with different approaches, e.g., representing the surface implic-

itly, calculate the deformations for the implicit representation

and transfer the results back to the geometry [35]. The work

of Chaudhry et al. [36] compares different techniques regarding

efficiency and realism. In our work, we unfold from a folded

state and, thus, no intersection artifacts occur.

4. Material

This section describes the process to transform the 3D med-

ical image data of the CoW into a surface model. Afterwards,

the workflow to create the animated unfolding vessel is de-

scribed. The whole process is illustrated in Figure 3.

4.1. Reconstruction of the 3D Surface Mesh

We extract the CoW from a healthy patient’s MRI data set

which was acquired for clinical education using the MAGNE-

TOM Skyra 3T (Siemens Healthcare GmbH, Erlangen, Ger-

many) combined with a 20-channel-head/neck coil with a voxel

resolution of .26 mm × .26 mm × .5 mm. For the 3D surface

mesh extraction, we follow the procedure describe by Glaßer et

al. [37]. The mesh was extracted with MeVisLab, a rapid proto-

typing tool for medical image processing (Fraunhofer MEVIS,

Bremen, Germany) by applying a threshold-based segmenta-

tion. Subsequently, we smoothed the extracted triangular sur-

face mesh with Sculptris (Pixologic, Los Angeles, U.S.A.) and

cutted off unnecessary outlets with Blender (Blender founda-

tion, Amsterdam, the Netherlands). After that, we artificially

modeled an aneurysm and a stenosis based on real clinical pa-

tient data. The generated pathologies were approved by an in-

terventional neuroradiologist.

4.2. Unfolding of the Reconstructed Mesh

As discussed in Section 3, we use skeletal animation for

the unfolding. Normally, the skeleton consists of a hierarchical

set of connected bones. However, the reconstructed CoW is a

closed surface with a genus of one, i.e., it has a hole, an auto-

matic procedure to create a center line would result in a cyclic

graph instead of a hierarchy. Therefore, we create the animation

manually with 3ds Max (Autodesk, Inc., California, U.S.A).

We first create multiple skeletons and attach them to the recon-

structed CoW (Fig. 3). After skinning, we manually unfold the

skeletons with a combination of forward and inverse kinemat-

ics. This process allows us to pay particular attention to prevent

strong deformations. Now, we define two keyframe states: one

in the original folded state and the second in the unfolded state.

We animate the unfolding by interpolating between these two

keyframes (Fig. 4). In character animation, the limbs of the

initial mesh are normally spread apart, which eases the rigging

and skinning process and reduces deformations during anima-

tions. This is different for the CoW due to its initial folded state.

Yet, the thereby introduced deformations are acceptable even

for medical treatment planning. This is due to the fact that the

unfolded structure primarily supports the physician to illustrate

vessel transitions and spatial relationships, which are persistent

even in the unfolded structure. For the original, folded struc-

ture, anatomical correctness is required, but this structure is not

affected by the deformations.

5. Annotation of Unfolding Vascular Structures

This section comprises details about the used hardware of

our 3DUI. Next, the free-form annotations are described, in-

cluding technical realization aspects, different types of annota-

tions and their visualization. After that, the illustration possi-

bilities of the CoW are explained and the used interaction tech-

niques are described, including the animated unfolding. Our

framework is developed with the game engine Unity (Unity

Technologies, San Francisco, U.S.A.).

5.1. Input and Output Device

We decided to use the semi-immersive zSpace (zSpace Inc.,

San Francisco, U.S.A.) system for our FAUST framework. It

combines binocular and motion parallax in a fish tank envi-

ronment, which are important depth cues to support the physi-

cian in estimating sizes and relationships of anatomical struc-

tures [38]. Fish tank environments are in particular suitable

in scenarios where the user manipulates the virtual world from

outside in and the size of the virtual object is smaller than the

user’s body [39], which applies for the CoW. The zSpace’s

stereoscopic display renders full HD with 120 Hz. The binocu-

lar parallax is achieved with circular polarized rendered images

for passive glasses. The glasses are tracked through infrared

(IR) markers with 6DoF and enable motion parallax. As input
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Figure 6: The illustration shows a bended tubular shape surrounded by a spiral

free-form annotation. The distortion of the annotation during bending is shown

for no smoothing (a) and 5-neighborhood Gaussian smoothing (b).

During the unfolding, undesired effects could hamper the

visualization of the sketches, i.e., a sketched straight line in the

unfolded state could result in a zig-zag line in the folded state.

To weaken this effect, we smooth the visual representation of

the annotation points with 5-neighborhood Gaussian smoothing

(Fig. 6).

5.3. Types and Visualization of Annotations

The user can create three different types of annotations:

generic annotations, stents and coils. This differentiation is cho-

sen based on typical tasks in treatment planning. Stents and

coils are the most common treatment options. For heteroge-

neous tasks, such as highlighting important regions and illus-

trating access paths, our generic annotations are a flexible tool

to sketch different configurations. For all types, we procedu-

rally generate a cylindrical surface mesh along the sketched line

in real-time. This allows us to support depth perception by ap-

plying shading techniques to the 3D surface. Furthermore, the

radius of the cylindrical surface can be adjusted. Thus, the user

can sketch stents with varying diameters for different vessels or

thin coils inside an aneurysm. To aid the user in the process

of sketching, annotations can be constrained to lay on the plan-

ning model’s surface. This helps to, e.g., illustrate an access

path along a vessel. For the generic annotations, the user can

choose between four different colors. All colors are rendered

with an illustrative cel-shading [41] to support visual differen-

tiation between the CoW and generic annotations. A silhouette

further improves the contrast between the vessel structure and

background. To annotate the vascular structure with stents, we

applied a grid texture to the cylindrical surface. By using the

alpha channel of the texture, the user is able to look through the

struts, which results in a realistic stent illustration. Here, x and

y texture coordinates are necessary. These are calculated dur-

ing sketching by increasing the x-coordinate along the sketched

path. The y-coordinate is mapped around the 360 degrees of the

cylinder. For coils, a brushed metal texture is applied with the

same approach. Additionally, metal shading properties are ap-

plied to the shader. All sketching types are shown in Figure 7.

5.4. Visualization of the Vascular Structures

The CoW is visualized with a physically-based rendering to

obtain a realistic surface representation. This technique simu-

lates the behavior of light more realistically. For example, the

Figure 7: An overview of different annotation types from left to right: generic

yellow annotation, coil, stent. The last image shows the wireframe of our pro-

cedurally generated cylinder.

idea of energy conservation is used, e.g., less light is reflected

than received, specular light minimizes the diffuse amount of

light and a Fresnel effect is added (the surface becomes more

reflective at grazing angles) [42]. This representation is further

improved with a texture. In contrast to the annotations, the tex-

ture coordinates cannot be calculated directly, since the vessel

and its branches can be arbitrarily located. A time-consuming

approach to set these coordinates is to create them in a 3D mod-

eling application. We choose an automatic approach from pro-

cedural terrain modeling, i.e., tri-planar texture mapping [43].

Here, the normal of each vertex is mapped to a texture on the x-,

y-, and z-plane. The resulting color is a weighted combination

of the three texture colors. This weight depends on the amount

the normal is facing in one of the directions. For example, if

the normal is facing exactly to the z-direction, only the color of

the x-y-plane would be taken into account. The same technique

is used for a normal map to give the impression of depth on the

vascular surface. To allow the users to draw inside the CoW, we

let them choose between two visualizations: a fully opaque one

and a shading technique which reveals the inside of the vessel.

In Figure 8, the two visualization techniques with and without

texture and normal mapping are depicted.

5.5. Interaction Techniques

5.5.1. Translation and Rotation

The interaction technique to translate and rotate objects

commonly used (e.g., by all shipped zSpace demonstrations)

is a direct ray-based one. There, the stylus is virtually extended

into the scene. By pressing a stylus button, the object is pinned

to the virtual ray. Now, every stylus movement results in a

translation and rotation of the CoW. Although this interaction

technique was understood immediately in our user tests, partici-

pants had problems to rotate the CoW accurately. Therefore, we

decoupled translation and rotation by triggering each transfor-

mation with a different stylus button (Fig. 9). If the translation

button is pressed, the position of the virtual ray tip T is used

to calculate the stylus’ movement delta ~m with ~m =
−−−−−−−→
TstartTend.

The object is then translated by the amount of ~m. For rotation,

we used the Arcball 3D technique, since it was preferred when

it was compared to direct interaction in a study conducted by

Katzakis et al. [44]. Here, the structure is surrounded by an

invisible sphere. The intersection point Pi of the ray and the
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(a)

(b)

(c) (d)

Figure 12: The images illustrate a possible treatment planning of the Y-stenting

procedure. In (a) pathologies (an aneurysm and stenosis) of the Circle of Willis

are highlighted with generic annotations. The unfolded CoW is depicted in

(b). Two possible access paths are sketched on the vascular surface. In (c), the

transparent visualization is used to allow the physician to sketch inside. A Y-

stent is sketched in the splitting arteries under the aneurysm. The final step of

treatment planning, i.e., placing the coil inside the aneurysm, is shown in (d).

6. Evaluation

Since our FAUST framework is designed for a specific med-

ical application, the number of potential participants is limited.

Additionally, the special hardware setup would not allow, e.g.,

a web-based study. Therefore, we decided to plan our user eval-

uation in two steps:

1. Computer scientists (no one is co-author of this paper)

with advanced knowledge on vascular systems used our

framework to sketch different annotations. Even if these

users are no physicians, gaining information about us-

ability and technical aspects of the framework is possi-

ble.

2. We performed an demo session and unstructured inter-

view with a potential expert user (co-author of this pa-

per), i.e., an experienced neuroradiologist. Here, the pos-

sible benefits achieved with our framework are evaluated.

Finally, we evaluate the performance by measuring the calcu-

lation time to attach annotations as well as the frame rate drop

caused by adding annotations.

Figure 13: The setup for our user study: the 3DUI zSpace and our running

FAUST framework.

6.1. User Study

All computer scientists that participated in our user study

had basic medical background knowledge on the human

vascular system, most common pathologies (aneurysms and

stenoses) and treatment options (coiling, clipping and stenting).

However, they were unfamiliar with the advanced Y-stenting

procedure and the particularities of the CoW (recall Section 2).

To account for this, we started our evaluation with an introduc-

tion to the vascular system of the CoW, highlighting the steno-

sis and aneurysm in our CoW surface, as well as describing

the Y-stenting to treat the aneurysm. Then, we introduced each

participant to the FAUST framework, including a training of

interaction techniques to translate, rotate and unfold the CoW

followed by an explanation of the 3D sketching. After the train-

ing session, we asked each participant to use our framework to

plan different treatment options, i.e., sketch access paths and a
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For example, a tool to allow the measurement of vessel diam-

eters would be helpful. Furthermore, the combination of sev-

eral sketches to realize complex spatial structures is difficult to

achieve. He suggested a feature which allows to snap on old

sketches or merge points which are close to each other.

6.3. Performance

For the performance evaluation we used the same desktop

computer as in our user study. It is equipped with an Intel Core

i7-2600K (3.7 GHz), 16 GB RAM and a Nvidia Quadro 4000.

The most calculation-intensive steps in our framework are the

attachment of annotations to the CoW and their non-rigid trans-

formations during unfolding. Each annotation consists of a

sequence of connected control points. The number of these

points is essential for the performance. However, statements

regarding their quantity without considering the resulting anno-

tations would be meaningless. Therefore, we sketched several

annotations and counted the control points. To create stents,

generic annotations and coils, in average 30, 40 or 250 control

points are necessary. Thus, for one annotation approximately

(30 + 40 + 250)/3 = 107 control points are used.

To quantify the performance, we logged the time that is

necessary to attach 107 control points on our CoW mesh with

33653 vertices and 65514 triangles. This took on average

151 ms. Since the attachment is performed after the physician

finishes sketching, this time is almost unnoticeable. Addition-

ally, we analyzed the frame rate of our framework during inter-

action and unfolding. Initially, FAUST runs with 30 frames per

second (FPS). We measured the frame rate after adding control

points in steps of 500. The performance drop was around 1

FPS every 500 control points, i.e., at 2000 added control points,

25 FPS were achieved. With 4500 control points, the frame-

work runs at 20 FPS. FAUST is impractical to use below 15

FPS, which happens if more than 7000 control points are used.

Using the approximated control point number of an annotation,

this means 7000/107 = 65 annotations could be added until the

framework is unusable. Our tests and interview with the neu-

roradiologist show, that not even one third of 65 annotations is

used, i.e., our framework runs at usable frame rates for treat-

ment planning.

7. Integration into Clinical Practice

To introduce our framework into clinical practice, several

aspects have to be considered. The most important ones are:

1. the acquisition costs,

2. available space,

3. familiarization to the 3D display, glasses and ray-based

interaction techniques as well as

4. the time pressure in clinical routine.

We discussed these issues with our clinical partners. The acqui-

sition costs of the zSpace are moderate compared to other hard-

ware in interventional radiology. If available space is problem-

atic, the zSpace display is usable as a normal 2D display and,

thus, can replace the existing one used for treatment planning.

The polarized glasses are the most invasive component, since

they darken the view of the physician. This would be problem-

atic during interventions; for planning alone, it is acceptable.

Regarding the familiarization aspect, innovations in interven-

tional radiology are common. Therefore, neuroradiologists are

used to invest learning time for new technology. The funda-

mental precondition for this is that the introduced technology

is beneficial for the patient, e.g., regarding risk minimization

during interventions. The same argument applies for the time

pressure during clinical routine. If the framework supports pa-

tient safety, this is more important than short planning times. To

assess these aspects, we have to evaluate this in further studies.

Considering the general possibility to fit in additional planning,

this is possible for either elected and critical cases. For elective

cases, where sufficient planning time is available, the treatment

usually starts with medication for several days before an inter-

vention. In this period, our Faust framework can be used for

treatment planning. Even for critical cases, where an aneurysm

is ruptured, it is not unusual to observe the patient overnight

and start with treatment the next day. Even in this period, the

application of our framework is possible.

8. Conclusion

Complex structures, such as patient-individual vessel trees

with pathologies, require an excellent knowledge of the spa-

tial variations and the 3D extent. At the example of the CoW

with two pathologies, we investigated the possibility to support

physicians in treatment planning. Our FAUST framework al-

lows to freely create 3D sketches and, thus, enables the physi-

cian to annotate structures with a wide variety of different treat-

ment options. Through our interactive unfolding, the whole

CoW can be investigated at once and occlusions can be re-

solved. Conventional imaging cannot depict the same infor-

mation, e.g., digital angiography yields a projection image with

superimpositions and tomographic image data is not sufficient

for assessing bended vessel structures.

The evaluation with computer scientists and a neuroradiolo-

gist indicates the usability of our interaction techniques as well

as the usefulness of our framework for treatment planning.

Our FAUST framework was evaluated with the application

of cerebral aneurysms, but it can be adapted to a wide range of

complex anatomical structures, including treatment of vascular

diseases in general or an unfolding colon. Here, other dynamic

data can be used, such as time varying data of a beating heart.

For future work, we want to investigate the usage of our frame-

work in the area of patient documentation. The possibility to

preserve a wide variety of annotations together with a 3D rep-

resentation of the structure could greatly improve documenta-

tion.
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