
Eurographics Workshop on Visual Computing for Biology and Medicine (2020) Short Paper
K. Nieselt and R. G. Raidou (Editors)

Learning Hand Anatomy with Sense of Embodiment

Patrick Saalfeld1, Aylin Albrecht1, Wolfgang D’Hanis2, Hermann-Josef Rothkötter2, Bernhard Preim1

1Otto-von-Guericke University Magdeburg, Department of Simulation and Graphics, Germany
2Otto-von-Guericke University Magdeburg, Institute of Anatomy, Germany

Abstract
We present a VR-based prototype for learning the hand anatomy. The prototype is designed to support embodied cognition, i.e.,
a learning process based on movements. The learner employs the prototype in VR by moving their own hand and fingers and
observing how the virtual anatomical hand model mirrors this movement. The display of anatomical systems and their names
can be adjusted. The prototype is deployed on the Oculus Quest and uses its native hand tracking capabilities to obtain the
hand posture of the user. The potential of the prototype is shown with a small user study.

CCS Concepts
• Human-centered computing → Interaction devices; Visualization; • Computing methodologies → Virtual reality;

1. Introduction

Virtual reality is a promising and affordable technology to explore
complex spatial relations, such as the human body. The human hand
with its high density of bones, joints and other structures is one of
the most complex regions of the human body. To fully understand
the morphology of the involved structures and their spatial relations
is challenging and benefits from interactive 3D visualizations. The
imagination of the complex anatomy can be supported particularly
well with immersive VR. We aim to combine the potential of im-
mersive VR with embodied learning, which is explained by Lind-
gren and Johnson-Glenberg [LJG13] as follows: “body activity can
be an important catalyst for generating learning, and new technolo-
gies are being developed that use natural human physicality and
gesture as input.” We describe the design and development of a VR
prototype, based on the bachelor thesis of Albrecht [Alb19], that
supports the sense of embodiment (SoE) and, thus, embodied cog-
nition and learning.

2. Related Work

Since more than two decades, interactive 3D visualizations are gen-
erated to support the exploration of the human anatomy and to fa-
cilitate active types of learning. Geometric models were created,
e.g., based on the Visible Human dataset and used for exploration
with clipping planes, clipping boxes or virtual scalpels [PRS97].
The VoxelMan was the pioneering work in this area [SFP∗00]. A
prominent example for virtual anatomy is also the work from Pe-
tersson et al. [PSWS09] who provided a web-based system and pre-
sented a comprehensive evaluation with 137 users. While desktop
solutions dominated first, more recently VR-based solutions were
employed to use the improved immersion for a sustainable knowl-
edge gain [MWS17, SSC∗17, PPS19]. VR-based anatomy educa-

tion is typically focused on a complex anatomical region, such as
the inner ear or neuroanatomy. However, few systems are tailored
to hand anatomy.

Hand Anatomy Education Computer-assisted hand anatomy
education requires a faithful geometric and bio-mechanical model
of the human hand. Several groups contributed to this type of mod-
eling, either based on medical image data [KM04] or photos of a
human hand [RNL06]. Finite element modelling is typically ap-
plied to represent the soft tissue deformations that occur when
joints are moved.

For exploration of a given hand model, Viega et al. [VCWP96]
used a magic lens. The lens is used as a clipping plane to remove
the skin surface and underlying tissue to reveal the inner bone struc-
ture. Jariyapong et al. [JPBK16] describe how learning the hand
anatomy is supported by encouraging students to draw bones and
joints on the hand (body painting). This is related to our approach
since embodiment is a central concept there as well.

3. VR Hand Anatomy Education

The requirements were acquired based on an interview with an
anatomy educator (12 years of professional experience) and an
analysis of the anatomy curriculum and learning material (anatomy
atlas, textbooks) of medical students.

• RQ 1: The geometric model needs to be complete, with respect
to bones, muscles, tendons, ligaments, vessels and nerves.
• RQ 2: The virtual hands should mirror the physical hand posture

of the student as exact as possible.
• RQ 3: Labeling should be provided that shows the names of the

corresponding structures.
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(a) Bones (b) Muscles (c) Ligaments (d) Arteries (e) Veins (f) Nerves (g) All combined

Figure 1: All anatomical systems of the 3D hand model that can be controlled by the student.

• RQ 4: An overview over all structures as well as the ability to
selectively display anatomical systems, such as nerves, is essen-
tial.
• RQ 5: The VR environment should be accessible regarding setup

complexity and costs.

3.1. 3D Hand Model

The curriculum of the hand anatomy relates to two aspects of
anatomy education: regional anatomy and systemic anatomy. In re-
gional anatomy, the students learn about specific body regions, and
systemic anatomy teaches about biological systems [PS18].

With respect to RQ 1 129 structures are essential according to
the anatomy atlas of Netter [Net14], including:

• locomotor system (29 bones, 39 muscles, 8 tendons, 21 liga-
ments),
• cardiovascular system (14 arteries, 7 veins), and
• nervous system (11 nerves).

For the visualization of the hand model, two approaches can be
pursued: Either a realistic rendering or an abstract one. Inspired by
anatomy atlases we chose an abstract visualization with illustrative
colors for each system (e.g. arteries are red, nerves are yellow).
For the display of muscles, the orientation of fibers is important
to convey the direction from their origin to their insertion. This
will be achieved with textures on the 3D model. The 3D model
that contains all structures and textures was obtained by an external
vendor [cde].

The chosen hand model consists of 817 K vertices. In the ap-
plication, it is possible that four virtual hands are visible at the
same time (two representations of the user’s own hands, two large
overview hands in front of the user). This would result in over
3200 K vertices. With empirical performance tests, we determined
the Oculus Quest’s vertex budget at around 200 K vertices. There-
fore, the resolution of the hand models has to be reduced sub-
stantially. This was realized in Blender (v2.8.2, https://www.
blender.org/) with different decimation operators. After this

process, 97 K vertices remained for one hand, which resulted in
real-time performance (>60 FPS). Figure 1 shows the final hand
model.

3.2. Animating Virtual Hands

To create an animated movement of the hand model, skeletal ani-
mation is used [BP07]. Here, the 3D model needs to be rigged, i.e.
provided with an invisible skeletal structure. This process was car-
ried out with Blender. We oriented ourselves on the natural skeleton
of the human hand in this process. After rigging, the anatomical 3D
structures need to be connected with the rig (skinning). Each vertex
of the 3D model is connected to the rig with a weight factor. De-
pending on this factor, the vertices move along with the rig. This
was done for the right hand model and mirrored for the left hand
model.

3.3. Inducing Sense of Embodiment in the User

Our motivation is to improve the learning experience through
SoE. Therefore, the three sub-aspects Sense of Self-Location, Sense
of Body Ownership and Sense of Agency need to be consid-
ered [KGS12]. The perspective has a high-influence on the feeling
of self-location, i.e., the feeling of being in another body. In our ap-
plication, the user sees their hands from the ego-perspective, since
this increases the sense of self-location compared to, e.g. a third-
person view perspective [SSSVB10, PKE11]. The virtual hands
have the same position and orientation as the real hands, which
provides a feeling of body ownership [CH07, HMMW11].

The sense of agency is induced by giving the user a feeling of
control over the virtual hands by mirroring the movements and pos-
tures of the real hands as accurate as possible (RQ 2). This is re-
alized by tracking the posture of the user’s real hand continuously.
We used the built-in hand tracking capabilities of the Oculus Quest.
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Figure 2: An enlarged hand is shown in front of the user that can
be set to three states via ray-based interaction: (1) open hand, (2)
closed hand, and (3) mirroring the user’s hand. To select a differ-
ent mode, the user has to roughly point in the button direction and
pinch their index finger and thumb.

3.4. Additional Features, Interaction and Menus

For interactions, we provide two types of menus that take into ac-
count the limitations of hand-based interaction, i.e. imprecision due
to optical tracking and hand tremble. These menus are described in
the following along with additional features that support learning.

Large Copies of Hands. Visualizing the virtual hands only on
the positions of the real hands restricts the user to freely inspect
hands from all perspectives. Therefore, we added two enlarged
hands in front of the user that can be explored by physically walk-
ing around them. It is essential to employ a good initial viewing
direction for reducing the learner’s mental load [SHM09]. Stull et
al. [SHM09] recommend a canonical view. We follow this recom-
mendation and employ an anterior view. The large hands can be set
to three states: (1) open hand, (2) closed hand, and (3) following
the posture of the user’s hand.

Changing this state is a context-specific operation. Therefore, a
context menu is attached to the large hands (see Figure 2). Here, it
is possible that the user cannot reach the menu. Therefore, a ray-
based interaction technique is chosen, where a ray is sent out from
the user’s hand in the direction of their palm. To support the user
with inaccurate pointing, an invisible sphere is used for casting. If
a menu item is hit by the sphere, the ray is bent to this menu item
(see Figure 2).

Labels. To allow the student to learn the anatomical terminology
and to fulfill RQ 3, labels are used (see Figure 3). We chose exter-

Figure 3: Labels for the bones are shown on the user’s virtual hand.

Figure 4: By pressing buttons with the virtual hand, anatomical sys-
tems can be shown or hidden.

nal labels, as elongated and thin structures, such as arteries, would
not allow readable internal labels (see Oeltze-Jafra et al. [OJP14]
for a discussion of internal and external labels in medicine). We
positioned the labels and anchor points manually for the initial an-
terior view and recreated the layout used in the Netter anatomy at-
las [Net14]. The labels were placed on an invisible plane. If the user
rotates their hand, this plane is still facing the user, which ensures
that labels are always visible.

Showing and Hiding Anatomical Systems. With respect to
RQ 4, the possibility to show all structures or only specific systems
is essential to support systemic anatomy. This will allow to investi-
gate structures that would otherwise be occluded by others. There-
fore, we allow the user to show and hide structures by anatomical
systems. The user can do this for bones, muscles, ligaments, arter-
ies, veins and nerves.

Since this operation should be performed for the user’s virtual
hands and the large copies, it can be considered as a global opera-
tion. For this, the user always needs to have access to the menu.
Therefore, we realized a menu in close distance to the user. A
fixed menu position is inappropriate when the user may move away.
Therefore, the menu follows and positions itself in front of the user
in the height of their elbows. The user can press buttons by pushing
them directly with a finger (see Figure 4).
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3.5. VR Design Decisions

The prototype supports room-scale VR, i.e., the user may move in
the tracking space. This allows her to freely explore the medical
content from all sides, which is a very natural way to investigate an
object. However, the medical content has to be arranged in a way
that is not distracting.

A seated experience, however, is also provided, since it may be
more appropriate for some users and for a longer usage. This makes
the prototype more accessible (RQ 5).

Regarding the type of VR headsets, we decided for the Oculus
Quest as it is affordable and mobile. Additionally, there is almost
no technical setup involved, except for the optional setup of the
room-scale tracking space (RQ 5).

3.6. Technical Details

The prototype was realized with Unity v2019.1.3f1 (https://
unity.com/). The rigged and skinned 3D hand model created
with Blender can be directly imported. With 1.600× 1.440 pixels
per eye, a refresh rate of 72 Hz and a horizontal field of view of 90
degrees, Oculus Quest enables a convenient VR experience.

4. Evaluation

We evaluated the prototype with 7 users (4 females, age ranges
from 18 to 36). Five participants worked at an advertisement agency
with a technical job and two were computer science students. Only
two participants had previous experience with VR applications. All
participants were right-handed and used a computer for several
hours a day.

After an introduction of approximately five minutes, the partic-
ipants used the VR headset to get familiar with VR. Afterwards,
they employed our prototype themselves and we analyzed how the
functions were used. Finally, the users filled out three standardized
questionnaires regarding usability, presence, and SoE.

Observations. All participants started by inspecting their hands
thoroughly from different perspectives. After that, they tried dif-
ferent poses, mainly forming a fist and opening their hands again
quickly.

The interaction with the close menu to show and hide anatomical
systems and the distant menu to control the large hand copy were
used cautious first. After some attempts, the users were confident
executing functions with both menus.

Usability. The usability assessment was based on the widely
used Standardized Usability Scale (SUS) [Bro13]. It contains ten
items with Likert scales and is used to provide a high-level assess-
ment of the usability of a product. With an average of 85 (from 100
maximum) the usability was assessed as very good (range: 77.5 to
92.5) (see Figure 5).

Presence. High levels of presence are essential for the imagina-
tion of the users and their motivation. Thus, it is generally recom-
mended to assess it in the evaluation of a VR system. Since pres-
ence is a subjective impression (it may differ strongly for different
users working with the same system), questionnaires are employed

Figure 5: Standardized Usability Scale (SUS) scores of each par-
ticipant.

Figure 6: Average presence scores.

as well. We compared two questionnaires. The questionnaire from
Witmer and Singer [WS98] contains 32 items and was considered
as too long. Instead, the Igroup Presence Questionnaire (IPQ) from
Schubert [Sch03] was used. According to this questionnaire, the
presence is assessed with respect to

• general presence,
• physical presence,
• involvement, and
• degree of realism.

On a scale ranging from -3 to +3 , the best rate was achieved
for physical presence (1.2), whereas the degree of realism was
negatively assessed (-1.2) (see Figure 6). The limited realism was
explained mainly by the fact that it is not realistic to see the in-
ner structures of the own hands. Additionally, some deformations
of muscles were not perceived as sufficiently plausible. Thus, for
widespread use in medical education, an improved procedure for
animation has to be incorporated.

Sense of Embodiement. Finally, the SoE was assessed with se-
lected questions from Gonzalez-Franco and Peck [GFP18] accord-
ing to its three components: (1) sense of ownership, (2) sense of
agency, and (3) sense of location. Questions that did not apply to
our prototype were removed, e.g. questions regarding haptic feed-
back.

On a scale ranging from 0 to 2.5, the assessments are quite simi-
lar, ranging from 1.5 (sense of agency) to 1.9 (sense of ownership).
A sense of agency of 1.5 means that users had the impression to be
able to control the virtual hand with their own hand. The 1.9 rating
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of sense of ownership is in line with current research that correlates
high ownership with high realism of the hand model [LKRI20]. For
the sense of location, the average rating was 1.7.

5. Conclusion & Future Work

We presented a VR-based prototype for learning the hand anatomy
that is designed to induce SoE. The user learns anatomy, primarily
by moving the hand joints. This type of learning is active and thus
more promising than passive types of learning, such as watching a
predefined video sequence. Features were added to show and hide
structures by their anatomical system, to investigate large copies of
the user’s hand and to learn the terminology with labels. The po-
tential of the prototype is shown with a user study with a high score
on the SUS scale, as well as a presence and SoE questionnaire.

To validate the system in its learning context, a user study with
medial students has to be performed in the future. Here, two groups
of students should learn hand anatomy in a traditional way and with
the VR prototype in a between subject design study. After that, an
assessment of their knowledge gain can be used to rate the two
approaches.

For future work, we envision that students can include a clip-
ping plane or magic lens to filter parts of anatomical structures
locally, which would allow to explore parts of the hand in con-
text. It would also be desirable to show the corresponding 2D im-
age data (cross-sectional anatomy) in combination with a clipping
plane. A possibility to select labels could be used to display further
textual information related to a particular structure. Hand anatomy
is certainly the major application of the presented concepts. Ex-
ploring foot anatomy would be an interesting extension. Since feet
are anatomically similar to hands, it would be possible to map the
hand movement to feet. This, of course, would corrupt the sense of
embodiment to some degree.
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